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Abstract

Embodied theories of cognition hold that mentally representing something red engages the
neural subsystems that respond to environmental perception of that colour. This paper exam-
ines whether implicit perceptual information on object colour is represented during sentence
comprehension even though doing so does not necessarily facilitate task performance. After
reading a sentence that implied a particular colour for a given object, participants were pre-
sented with a picture of the object that either matched or mismatched the implied colour.
When asked if the pictured object was mentioned in the preceding sentence, people’s responses
were faster when the colours mismatched than when they matched, suggesting that object col-
our is represented differently to other object properties such as shape and orientation. A dis-
tinction between stable and unstable embodied representations is proposed to allow embodied
theories to account for these findings.
© 2006 Elsevier B.V. All rights reserved.
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Embodied theories of cognition hold that thought is grounded in the same neural
systems that govern sensation, perception and action (Barsalou, 1999; Glenberg &
Kaschak, 2002; Johnson-Laird, 1983; Pecher & Zwaan, 2005). While there is current-
ly no single view of embodied cognition, its theories share many characteristics and
assumptions (see Wilson, 2002) and one of the most influential is Barsalou’s (1999)
Perceptual Symbol Systems. According to this theory, concepts are essentially partial
recordings of the neural activation that arises during perceptual and motor experi-
ences. These recordings (or “perceptual symbols™) can later be re-enacted as a per-
ceptual simulation of that concept. For example, if we think about having soup for
lunch, the neural systems for vision, action, touch, taste, smell, etc. that were
engaged during our previous experiences of soup are reactivated in a partial simula-
tion. This simulation may include visual information of liquid in a bowl, sensorimo-
tor information of eating hot savoury liquid with a spoon, and so forth. Barsalou
thus argues that Perceptual Symbol Systems theory avoids transduction and ground-
ing problems by assuming that conceptual representations are based on the same sys-
tems that are used for perception and action.

A growing body of empirical work has emerged in support of embodied represen-
tations of concepts. For example, it has been shown that “low-level” sensorimotor
representations play a role in “‘high-level” cognitive processes, such as language com-
prehension and memory retrieval (Glenberg & Kaschak, 2002; Kaschak et al., 2005;
Richardson, Spivey, Barsalou, & McRae, 2003; Solomon & Barsalou, 2001; Stanfield
& Zwaan, 2001; Zwaan, Stanfield, & Yaxley, 2002). Importantly, these studies
employed implicit tasks, such as recognition and naming, demonstrating that percep-
tual information (e.g., object shape, orientation, motion) is activated even though
doing so does not facilitate task performance. For example, Stanfield and Zwaan
(2001) presented people with sentences that implied a particular object orientation
(e.g., “John put the pencil in the drawer”), followed by a picture of the object
(e.g., a pencil). People were faster to verify that a pencil had been mentioned when
it was pictured in the orientation implied by the sentence (i.e., horizontally rather
than vertically). The authors concluded that their findings could be explained by par-
ticipants constructing an embodied representation of the sentence (e.g., a sensorimo-
tor simulation of placing a pencil in a drawer), as this would include implied
information about the pencil’s orientation.

1. Representing colour information

Colour representation is a key aspect of perceptual information that has not
received the same attention in the embodiment debate as other visual object attri-
butes, such as shape, size and orientation (although see Chao & Martin, 1999). How-
ever, there is a long history behind the idea that object colour may be represented
differently to other object properties. In the 17th century, the philosopher John
Locke (1690/1975) argued for a distinction between primary and secondary object
properties: primary properties (e.g., shape, size, motion,) were those that existed
independent of us and could be perceived by multiple senses, while secondary
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properties (e.g., colour, taste, smell) were observer-dependent and could be perceived
by only one of our senses (see also Jackson, 1977).

In more recent times, visual cognition research has provided some evidence to
support the idea that colour, at least, differs from “primary” properties like shape,
size and motion. For example, infants of 4.5 months individuate objects by their
shape and size but cannot use colour to identify objects until the age of 11.5 months
(Wilcox, 1999). In adults, Vandenbeld and Rensink (2003) found that memory for
object colour is quite poor (rapid decay from 100 to 700 ms after exposure to a stim-
ulus) compared to object shape (gradual decay after 100 ms) and size (gradual decay
after 1900 ms). Electrophysiological evidence has also demonstrated the primacy of
object shape over object colour (Proverbio, Burco, del Zotto, & Zani, 2004). When
asked to respond to a specific colour such as yellow, Proverbio et al.’s participants
found it difficult to ignore knowledge about object shape and showed greater brain
response (selection negativity) when shown a canonically yellow object (e.g., yellow
chick) than an arbitrarily yellow object (e.g., yellow sweater). However, when asked
to respond to a specific shape such as a piglet, people found it easy to ignore knowl-
edge about object colour and showed no response difference whether the object was
pictured with canonical or arbitrary colour (e.g., same response to pink piglet as to
blue piglet). The contrast between object colour and other object properties has also
been highlighted by Aginsky and Tarr (2000), who showed that explicitly detecting
changes in object colour required greater attentional resources than detecting chang-
es in object position or presence. They concluded that colour is not as salient as other
properties that determine the configuration of a scene (e.g., object presence, position,
or shape) and hence that colour is encoded with less stability in scene
representations.

2. The current study

This study aims to examine whether implicit perceptual information on object col-
our is represented during sentence comprehension. In the experiment, participants
are presented with short sentences that imply (rather than explicitly state) a colour
for a particular object. Each sentence is followed by a picture and participants are
asked to indicate whether the pictured object was mentioned in the sentence. For test
items, the pictured object was always mentioned in the preceding sentence but the
object was shown in one of two picture conditions: matching the colour implied
by the sentence or mismatching the colour implied by the sentence.

The embodied view holds that both sentence versions in Fig. 1 would be repre-
sented with the implied colour encoded as part of the perceptual simulation for steak
— simulating a steak on a plate would involve specialising the steak colour to the
appropriate brown, while simulating a steak in a butcher’s window would involve
specialising the steak colour to the appropriate red. However, there are two possible
ways in which the match and mismatch conditions may differ in response latencies.

The first possibility assumes that object colour is represented in the same way as
other object properties (Barsalou, 1999; Zwaan, 2004). This view would predict that
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Sentence Picture Condition
Match Mismatch

John looked at the steak on his
plate.

John looked at the steak in the
butcher’s window.

(brown steak)

Sarah stopped in the woods to pick
a leaf off the ground.

(orange leaf) (green leaf)

Sarah stopped in the woods to pick
a leaf off a tree.

(green leaf) (orange leaf)

Fig. 1. Sample sentence and picture stimuli used in experiment. Note that each colour used in both the
match and mismatch picture conditions is a valid colour representation of that particular object (e.g., raw
steaks are red, cooked steaks are brown). Full materials are available from the author on request. (For
interpretation of the references to colour in this figure legend, the reader is referred to the web version of
this paper.)

responses will be faster in the match condition because the representation construct-
ed during sentence comprehension creates a pattern of activation in object colour
processing areas that can facilitate the recognition of colour stimuli with a matching
pattern of activation. Such match facilitation has been previously found for object
shape (Zwaan et al., 2002), orientation (Stanfield & Zwaan, 2001) and motion
(Zwaan, Madden, Yaxley, & Aveyard, 2004).

The second possibility assumes that object colour is represented differently to
other object properties. Rather, since shape is more important than colour in object
recognition (see Tanaka, Weiskopf, & Williams, 2001, for review), it is advantageous
for participants in this task to ignore colour and attend to shape when trying to iden-
tify the pictured object. In the absence of any prior context, people can easily ignore
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colour when attending to shape in object recognition (Proverbio et al., 2004). How-
ever, it may prove more difficult to ignore the perceptual red of a pictured steak if a
perceptual simulation of redness has been activated by the preceding sentence. There-
fore, this view suggests slower responses in the match condition because, when a mis-
matching property is unstable, it is possible to ignore it in favour of stable shape with
minimal cost. Such mismatch facilitation would represent a novel finding for an
object property in this paradigm.'

There is another possibility — that no difference in response times will emerge
between the match and mismatch conditions. Amodal theories of cognition assume
that thought involves the representation and manipulation of discrete, amodal sym-
bols (e.g., Kintsch & van Dijk, 1978; Fodor, 1975; Pylyshyn, 1984), and have been a
cornerstone of symbolic cognitive modelling in a variety of domains (e.g., Anderson,
1993; Connell & Keane, 2006; Keane, Ledgeway, & Duff, 1994; Newell, 1990). In this
view, people could simply be confirming that the pictured object (e.g., STEAK) was
explicitly mentioned in the preceding sentence (e.g., LOOK(JOHN,STEAK[LOCA-
TION:ON_PLATE]))). Thus, a null effect would be more consistent with amodal
views of representation than with embodied views.

2.1. Method

2.1.1. Materials

Forty-four pictures were created for use in this experiment. Of these, 24 were test
items (forming pairs of pictures) and 20 were fillers (unrelated standalone pictures).
Many of the pictures came from popular clipart packages but some were created by
the author. All pictures were coloured naturalistically by sampling shades from
photographs of the relevant objects, and contained only one predominant colour
(e.g., Fig. 1’s red steak predominantly contains shades of red). Each pair of test
pictures was identical except for the colours used. All pictures were resized to a
maximum of 250-pixel height (approximately 6.9 cm onscreen) and 350-pixel width
(approximately 9.7 cm onscreen). Forty-four sentences were constructed to accom-
pany the pictures. Of these, 24 were test items (naming an object featured in a test
picture) and 20 were fillers (naming objects not featured in either test or filler pic-
tures). The test sentences thus formed pairs, with each member of a pair implying
a different colour for the same object. Filler sentences all contained at least one con-
crete noun (see Fig. 2).

Pictures were pretested in order to ensure that object recognition would not
be affected by the canonicality or view specificity of the pictures. Each pair of
test pictures (e.g., red/brown steak) was separated to form two groups of items

! It should be noted that Kaschak et al. (2005; see also Richardson et al., 2003) also found a mismatch
facilitation for object motion (c.f. Zwaan et al., 2004). However, Kaschak et al. used a very different
simultaneous presentation paradigm, and their explanation — that a visual stimulus “‘ties up”’ neural
motion mechanisms and hinders ability to process a simultaneously presented auditory sentence describing
motion in the same direction — cannot be used to predict effects in this study’s sequential presentation
paradigm.
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Filler Sentence Picture Comprehension Question

Brian picked up the rake that The rake was in the garden?

was lying in the garden.

Ben lost his briefcase Ben found his briefcase?

somewhere on his way to work.

Fig. 2. Filler sentence, picture and comprehension question stimuli. All filler pictures were unrelated to the
preceding sentence. Comprehension questions followed half of filler trials and required an even
distribution of yes/no answers.

that were presented onscreen after their object names, while filler pictures
appeared in both groups and were presented after semantically unrelated words.
Twenty-two participants, randomly assigned to each group, were asked to indi-
cate whether each picture matched the preceding name and then rate the picture
on a scale from 1 (poor quality) to 7 (good quality). All pictures used as test
items in this experiment had a median response time <I1250ms (M = 866,
SD = 195) with no significant response-time difference between the pictures in
each test pair (ps > 0.2). In addition, all pictures received a median quality rat-
ing of at least 4/7 (test M =4.58, SD =10.54; filler M =4.68, SD =0.50). Test
sentences were also pretested to ensure they actually implied the intended colour
for the object. Each pair of test sentences was separated to form two groups of
items that were presented along with both matching and mismatching pictures.
Twenty-four new participants were given four forced-choice alternatives stating
that each sentence was best matched by: (a) the first picture, (b) the second pic-
ture, (c) both pictures equally, or (d) neither picture. All test sentences had the
picture from the matching condition chosen at least 50% of the time (M = 84%,
SD = 13%).

2.1.2. Design

Test items were divided into four groups so that each group featured one of four
sentence—picture combinations (see Fig. 1). Each group contained equal numbers of
match and mismatch test items, and the various colours featured in test pictures were
distributed approximately evenly across groups. Participants were assigned random-
ly to one of the groups. Thus, the experiment was a 2 (sentence version: versionl, ver-
sion2) X 2 (picture condition: match, mismatch) x 4 (group) design, with sentence
version and picture condition as within-participants variables and group as a
between-participants variable.

2.1.3. Participants
Forty-four native speakers of English from Northumbria University (not involved
in pretests) were paid a nominal sum for participation in this experiment.
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Table 1

Mean response times (ms) and proportion of errors, with standard deviations in parentheses

Picture condition Response times Errors
Match 1369 (638) 0.074 (0.262)
Mismatch 1215 (509) 0.071 (0.258)

2.1.4. Procedure

Participants read instructions describing the experiment that asked them to read
every sentence carefully as their comprehension would be tested at various points
during the experiment, and to respond as quickly as possible as their response time
was being measured. Testing took place on portable computers running Presentation
software. Each trial began with a left-aligned vertically centred fixation cross for
1000 ms, followed by presentation of a sentence. After pressing the spacebar to indi-
cate comprehension, another fixation cross was displayed centrally onscreen for
500 ms, followed by a picture. Participants were asked to decide if the pictured object
had appeared in the preceding sentence and indicate their decision by pressing the
key labelled “yes” (comma key) or the key labelled “no” (full-stop key). Half of
all filler trials had a comprehension question (relating to the filler sentence) appear
after the picture, with participants answering equal numbers of “yes” and “no”
questions (see Fig. 2).

2.2. Results and discussion

Table 1 shows the mean correct response times and accuracy for the match and
mismatch picture conditions. Two participants who responded incorrectly to
>25% of picture items were eliminated from the analysis. All responses <300 ms
and >3000 ms were considered outliers and excluded, as were any responses more
than two standard deviations outside a participant’s mean in the relevant condition.
Altogether, 9.5% of the data was excluded. Analyses of variance were run on the
remaining data by participants and by items.

Results were consistent with the embodied rather than amodal view of represen-
tation, and consistent with the view that object colour is represented differently to
other object properties. Against the assumption that object colour is represented
in the same way as other object properties, people responded more quickly when
the picture colour mismatched the object colour implied by the sentence than when
it matched,” F;(1,38)=9.458, MSE=95887, p<0.005; F,(1,32)=5.279,
MSE = 57482, p < 0.05. Response times showed no significant effect of sentence ver-
sion [F(1,38) =2.485, MSE = 105097, p > 0.1; F, < 1], and no interaction between
sentence version and picture condition [F; < 1; F, < 1]. There was no difference in the
proportion of errors between match and mismatch picture conditions [F; <1;
F, <2], nor between sentence versions [F(1,38) =2.220, MSE =0.029, p > 0.1;

2 This match > mismatch effect was also found in a previous version of this experiment (see Connell,
2005).



L. Connell | Cognition 102 (2007) 476485 483

F, <1], nor was there any significant interaction [F(1,38) = 2.381, MSE = 0.036,
p>0.1; F5(1,32) =1.025, MSE =0.017, p > 0.3].

All effects involving the group variable were non-significant (ps > 0.1), with two
exceptions where interactions in the proportion of errors were significant by partic-
ipants only. The first was group X sentence [F;(3,38)=3.043, MSE =0.029,
p <0.05; F»(3,32) =1.576, MSE = 0.017, p > 0.2] and the second was group X sen-
tence X match  [F(3,38) =2.957, MSE=0.036, p<0.05 F>(3,32)=1.213,
MSE = 0.017, p > 0.3], both due to higher errors for sentence-versionl in the match
condition and for version2 in the mismatch condition within a single group. Due to
lack of theoretical significance, these group effects will not be discussed further.

3. General discussion

The findings reported in this paper are consistent with the idea that language com-
prehension involves constructing sensorimotor simulations of a described scenario,
where such an embodied representation includes information not explicitly stated.
Results showed that perceptual colour information is activated during sentence com-
prehension even though doing so does not facilitate task performance: people
responded more quickly when the colour of a pictured object mismatched the colour
implied by the previous sentence. This finding is of particular interest as it runs con-
trary to that predicted by current embodied theories which hold that matching
implied information should facilitate faster responses’. This paper therefore propos-
es a distinction between stable and unstable embodied representations as explanation
for the results.

Work in visual cognition has found that colour is not as salient as other properties
that determine the configuration of a scene and hence is encoded with less stability in
scene representations (Aginsky & Tarr, 2000). In terms of Barsalou’s Perceptual
Symbol Systems, these results suggest that there may be differences in how various
properties are specialised in a perceptual simulation of a concept. Many of Locke’s
(1690/1975) primary properties — such as shape, size, motion — are multimodal (can
be perceived by multiple senses) and highly salient in configuring a visual field: for
this reason, it may make evolutionary sense that visually oriented humans represent
them as stable specialisations of perceptual simulations. In turn, many of Locke’s
secondary properties — colour, taste, smell — are unimodal (can be perceived by only
one sense) and are not salient in visual field configuration: again, it may make evo-
lutionary sense that people might represent them with less stability and ignore them
when necessary.

Since shape is more important in object recognition than either colour (Tanaka
et al., 2001) or orientation (e.g., Harris & Dux, 2005), it is useful to contrast the pres-
ent study (examining one unstable and one stable property: colour and shape) with
another study using the same methodology (Stanfield & Zwaan, 2001, examining two
stable properties: orientation and shape). When perceptual input mismatches
perceptual simulation on an unstable property (e.g., seeing a red steak after reading
about a brown steak), there is minimal interference as people can easily ignore this
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unimportant, unimodal mismatch. Accordingly, when perceptual input matches
perceptual simulation, the matching colour information is somewhat difficult to
ignore because neural subsystems simulating this colour are already active in the per-
ceptual simulation, and so it interferes more with shape recognition. This reflects the
finding of the present paper that the match condition was slower than the mismatch
condition. In contrast, when perceptual input mismatches perceptual simulation on a
stable property (e.g., seeing a vertical pencil after reading about a horizontal pencil),
then there is a processing cost as the participant tries to ignore the jarring presence of
a multimodal mismatch. This reflects Stanfield and Zwaan’s (2001) finding that the
mismatch condition was slower than the match condition.

While this account is somewhat speculative, it represents one possible explanation
of an interesting and counterintuitive effect. Further research will be needed to test
the impacts of the proposed distinction between stable and unstable object speciali-
sations, but it is hoped that such a distinction will provide a novel and useful per-
spective in understanding how embodied representations are formed.
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