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Abstract 
The volume of information available on the Web is increasing rapidly. The need for systems that can automatically summarize 
documents is becoming ever more desirable. For this reason, text summarization has quickly grown into a major research area as 
illustrated by the DUC and TAC conference series. Summarization systems for Arabic are however still not as sophisticated and as 
reliable as those developed for languages like English. In this paper we discuss two summarization systems for Arabic and report on a 
large user study performed on these systems. The first system, the Arabic Query-Based Text Summarization System (AQBTSS), uses 
standard retrieval methods to map a query against a document collection and to create a summary. The second system, the Arabic 
Concept-Based Text Summarization System (ACBTSS), creates a query-independent document summary. Five groups of users from 
different ages and educational levels participated in evaluating our systems. Each group had 300 individuals. We also performed a 
comparative evaluation with a commercial Arabic summarization system. 
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1. Introduction 
The aim of this paper is to report the results of 
experiments with two Arabic Summarization Systems: 
the Arabic Query-Based Text Summarization System 
(AQBTSS) and the Arabic Concept-Based Text 
Summarization System (ACBTSS). In both systems we 
take a document written in the Arabic language and 
attempt to provide a summary. The system’s primary 
source of knowledge is a collection of Arabic articles 
extracted from Wikipedia, a free online encyclopaedia1. 
Automatic text summarization is the process in which a 
computer takes a text document as an input and produces 
a summary of that document as an output. There are 
various approaches to text summarization, some of which 
have been around for more than 40 years (Luhn, 1958).  

2. Related Work 
Over time, there have been various approaches to 
automatic text summarization. These approaches include 
single-document and multi-document summarization. 
One of the techniques of single-document summarization 
is summarization through extraction. This relies on the 
idea of extracting what appear to be the most important or 
significant units of information from a document and then 
combining these units to generate a summary. The 
extracted units differ from one system to another. Most of 
the systems use sentences as units while others work with 
larger units such as paragraphs. Assessing the importance 
of the extracted units depends on some statistical 
measures. Each unit is given a score based on features 
such as word frequencies (Luhn, 1958), position in the 
text (Baxendale, 1958), and the presence of key phrases 
(Edmundson, 1969). Recent approaches use more 
sophisticated techniques for deciding which sentences to 
extract. These techniques include machine learning (Leite 
and Rino, 2008), to identify important features, and 
various natural language processing techniques to 
                                                      
1http://www.wikipedia.org/ 

identify key passages and relationships between words. 
Bayesian classifiers have also been used (Kupiec, 1995). 
Evaluating the quality and consistency of a generated 
summary has proven to be a difficult problem (Fiszman et 
al., 2008). This is mainly because there is no obvious 
ideal summary. The use of various models for system 
evaluation may help in solving this problem. Automatic 
evaluation metrics such as ROUGE (Lin, 2004) and 
BLEU (Papineni et al., 2002) have been shown to 
correlate well with human evaluations for content match 
in text summarization and machine translation. Other 
commonly used evaluations include measuring 
information by testing readers’ understanding of 
automatically generated summaries. Human evaluation 
provides better results than automatic evaluation 
methods, but on the other hand the cost is high.  

Research in Arabic Natural Language Processing 
(ANLP) has focused on the manipulation and processing 
of the structure of the language at morphological, lexical, 
and syntactic levels. Unfortunately, semantic processing 
of the Arabic language has not yet received enough 
attention (Haddad and Yaseen, 2005). There are some 
aspects that slow down progress in Arabic Natural 
Language Processing (NLP) compared to the 
accomplishments in English and other European 
languages (Diab et al., 2007) including the complex 
morphology, the absence of diacritics in written text and 
the fact that Arabic does not use capitalization. In 
addition to the above linguistic issues, there is also a 
shortage of Arabic corpora, lexicons and machine-
readable dictionaries. These tools are essential to advance 
research in different areas. Despite these difficulties, 
there has been some success in tackling the problem of 
Arabic syntax (e.g. Al-Shammari, 2008; Elabbas, 2007). 

3. Summarizers for Arabic: AQBTSS and 
ACBTSS 

AQBTSS is a query-based single document summarizer 
system that takes an Arabic document and a query (in 
Arabic) and attempts to provide a reasonable summary 
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4.3. Subjects  
Five groups each of 300 individuals were involved in 
evaluating our system. The participants vary in their ages 
and educational levels. The selected groups were: 
students studying Arabic literature; students studying 
humanities; K-12 school teachers; K-12 school students 
and computer science students.  

The variation of ages between participants helped us to 
understand the differences of their linguistic skills, while 
the variation of their backgrounds and degree subjects 
helped us to interpret their expectations from an Arabic 
summarization system; some of the groups are much 
more familiar with computer aspects than others. 
The user groups in detail: 

• Group 1 and 2: Arabic Literature and 
Humanities students. 
These are third and fourth year students majoring in 
Arabic literature and Humanities at the University of 
Jordan.  

• Group 3: Computer Science Students. 
The members of this group are students at various 
levels majoring in Computer Science studying at 
King Abdullah School for Information Technology at 
the University of Jordan.  

• Group 4: K-12 School Students. 
The members of this group were from the 9th and 
10th grade form private schools in Jordan.  

• Group 5: K-12 School Teachers. 
Our last group was K-12 school teachers from 
different specialties attending a one-year training 
session on ICT in education at the University of 
Jordan.  

5. Results 
We will first report the overall performance of the 
systems. Later, we discuss and explain the results we 
obtained from each individual group. Then we compare 
the results of some of the groups to identify any 
significant differences. 

We also report results from an experiment to compare 
our query-based system with a commercial product by 
Sakhr3. This time we only used one group of 300 
participants (Computer Science Students) and asked them 
to evaluate the same documents, but this time using the 
Sakhr summarizer system. 

To determine significance we performed standard t-
tests (p < 0.05), by testing each group (300 observations) 
on both systems.  

5.1. AQBTSS versus ACBTSS 
In the case of AQBTSS the queries used to select the 
documents are used again to summarize them. For 
ACBTSS the concepts’ words are those described in 
section 3.1.  

Each member of the five participating groups evaluated 
a summary generated by AQBTSS and by ACBTSS. 
Table 2 depicts the results of the five groups of evaluators 
for AQBTSS. The results are reproduced from (El-Haj, 
2008). The results for ACBTSS are given in Table 3. 

The results of significance testing (Table 4) show that 
all user groups apart from the humanities students gave 

                                                      
3 http://www.sakhr.com/ 

significantly higher ratings for the query-based system 
than the query-independent system. 

 
Table 2: Overall gradings of the AQBTSS system. 

 
Table 3: Overall gradings of the ACBTSS system. 

 
Table 4: t-test results. 

Group 
Mean 

(ACBTSS) 
Mean 

(AQBTSS) p 

Humanities 
Students 

2.970 2.980 0.440403 

K-12 
Students  

2.877 3.093 0.001405 

K-12 
Teachers 

3.010 3.313 2.69E-06 

Computer 
Science  

2.410 2.803 4.59E-07 

Arabic 
Students 

2.813 3.183 1.95E-07 

ACBTSS VS 
AQBTSS 

2.816 3.0747 1.76E-15 

5.2. Sakhr Summarization System 
The Sakhr Text Summarization System is a commercial 
online Arabic text summarization system available on the 
web. It should be noted that the system was only a beta 
release at the time we performed our experiments. The 
summarizer consists of a set of text-mining tools to 
identify the most relevant sentences within a document 
and displays them in the form of a prioritized list of key 
sentences.  

We ran the following experiment. First, we used the 
same set of forty documents we used throughout all our 
experiments and obtained their summaries from the Sakhr 
summarization system. We asked the Computer Science 
students group to evaluate the results obtained from 
Sakhr without telling them the source of the new 
summaries. Figure 2 shows the results of evaluation 

Group 
Scale Measures and Scores Good +  

V. Good (0)  
V. Poor  

(1) 
Poor  

(2) 
Fair  

(3) 
Good  

(4)  
V. Good  

K-12 
Teachers 

0.00% 2.00% 7.67% 47.33% 43.00% 90.33% 

Arabic Lit. 
Students 

0.00% 4.00% 11.67% 46.33% 38.00% 84.33% 

Humanities 
Students 

0.33% 5.00% 14.00% 57.67% 23.00% 80.67% 

K-12 
Students 

0.67% 3.33% 19.33% 39.33% 37.33% 76.67% 

CS 
Students 

1.67% 7.00% 24.00% 44.00% 23.33% 67.33% 

Overall 
Performance

0.53% 4.20% 15.40% 46.93% 32.93% 79.87% 

Group 
Scale Measures and Scores Good +  

V. Good (0)  
V. Poor  

(1) 
Poor  

(2) 
Fair  

(3) 
Good  

(4)  
V. Good  

K-12 
Teachers 

0.67% 5.00% 21.33% 38.67% 34.33% 73.00% 

Arabic Lit. 
Students 

1.00% 7.33% 29.67% 33.33% 28.67% 62.00% 

Humanities 
Students 

1.00% 4.67% 18.00% 49.00% 27.33% 76.33% 

K-12 
Students 

0.67% 6.33% 24.33% 42.00% 26.67% 68.67% 

CS 
Students 

2.33% 16.00% 35.67% 30.33% 15.67% 46.00% 

Overall 
Performance

1.13% 7.87% 25.80% 38.67% 26.53% 65.20% 
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