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Abstract

The design of sequential experiments and, in particular, randomised controlled trials involves a trade-off

between operational characteristics such as statistical power, estimation bias and patient benefit. The family

of randomisation procedures referred to as Constrained Randomised Dynamic Programming (CRDP), which

is set in the Bayesian decision-theoretic framework, can be used to balance these competing objectives. A

generalisation and novel interpretation of CRDP is proposed to highlight its inherent flexibility to adapt to

a variety of practicalities and align with individual trial objectives. CRDP, as with most response-adaptive

randomisation procedures, hinges on the limiting assumption of patient responses being available before

allocation of the next patient. This forms one of the greatest barriers to their implementation in practice

which, despite being an important research question, has not received a thorough treatment. Therefore,

motivated by the existing gap between the theory of response-adaptive randomisation (which is abundant

with proposed methods in the immediate response setting) and clinical practice (in which responses are

typically delayed), the performance of CRDP in the presence of fixed and random delays is evaluated.

Simulation results show that CRDP continues to offer patient benefit gains over alternative procedures and

is relatively robust to delayed responses. To compensate for a fixed delay, a method which adjusts the time

horizon used in the optimisation objective is proposed and its performance illustrated.
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1. Introduction

In this paper, we build on the randomisation procedure introduced in Williamson et al. (2017), namely,

Constrained Randomised Dynamic Programming (CRDP), which was motivated by the need to develop a

randomisation procedure that would improve patient benefit within a clinical trial while retaining satisfac-

tory statistical operating characteristics. This is often the case in rare disease settings, for example, where

a substantial proportion of all patients with the disease may be included in the trial. Williamson et al.

(2017) developed a novel model, set in the Bayesian decision-theoretic framework, in which they introduced

a constraint (to ensure a minimum sampling requirement is satisfied) and randomisation into an otherwise

deterministic procedure based upon a dynamic programming (DP) solution to obtain an adaptive patient

randomisation procedure ahead of the trial implementation. The family of CRDP procedures forms a contin-

uum of randomisation procedures for the design of randomised controlled trials (RCTs) or, more generally,

sequential experiments. Specifically, the CRDP continuum ranges from the traditional fixed randomised pro-

cedure from the frequentist framework (which, in theory, provides an unbiased maximum likelihood estimator

of the treatment effect) to the response-adaptive procedure from the Bayesian decision-theoretic framework

computed by DP (which, in theory, provides the maximal Bayes-expected patient benefit). Williamson et al.

(2017) illustrated that CRDP allows for efficiently balancing the competing operational characteristics of

statistical power (owing to the use of constraining), estimation bias of the maximum likelihood estimator

(owing to the use of randomisation), and patient benefit (owing to the use of DP).

In Section 2, we introduce the methodological framework and generalise CRDP, enhancing its flexibility to

adapt to a variety of practicalities. In particular, using our description of the CRDP procedure, the trialist is

able to tailor the randomisation procedure by specifying: (1) the time-horizon (the number of future patient

allocations that should be taken into account when deciding upon the randomisation probabilities for the

current patient), (2) the degree of randomisation (by setting a minimum randomisation probability on each

arm, and to do so subject-by-subject or per stages), and (3) the degree of constraining (by specifying trial

situations that should be penalised and thus likely avoided). We also provide an alternative representation

of CRDP to aid interpretation in subsection 2.3.

Motivated by the existing gap between the theory of response-adaptive randomisation (RAR) (which is

abundant with clinical trial design proposals in the setting of immediate responses) and clinical practice (in

which responses are typically delayed), we consider CRDP in the presence of delayed responses in Section 3

and Section 4. This is paramount since “if a scheme is impracticable then, no matter what its theoretical

advantages happen to be, it will not be used” (Upton and Lee, 1981). In this paper, we take a pragmatic

approach with the objective of addressing this problem by not only exploring the impact of delayed responses

but also presenting an adjustment to CRDP to deal with delayed responses.

We will refer to the previously allocated patients, whose responses are not available before allocation

of the next patient, as being in the pipeline, in keeping with the terminology used in related literature e.g.

Hampson and Jennison (2013); Chick et al. (2017); Alban et al. (2018). One simple approach is to base

the randomisation procedure only on the currently observed data and ignore the pipeline data, which can

often lead to biased parameter estimates and incorrect allocation decisions (Xu and Yin, 2014). However,

in Section 3, we illustrate that CRDP continues to maintain a good balance between the competing opera-

tional characteristics even in this case. Although other attempts to balance patient benefit and power have

previously been published (e.g. Mozgunov and Jaki, 2020), as for the majority of RAR procedures, most of
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these approaches do not account for a delay in response.

We explore the impact of fixed and random delays (i.e. when there is a fixed and random number of

patients in the pipeline) on CRDP and compare its performance to the benchmark procedures outlined in

subsection 2.4. A fixed number of pipeline patients at each stage will be imposed when the time between two

consecutive allocations (i.e. the time period) is constant and patients are followed up at a fixed time after

treatment (e.g. Facey, 1992; Whitehead, 1993). If recruitment time or response time (or both) is random, a

random number of pipeline patients will arise instead.

There seems to be a common opinion that “adaptive allocation has no benefit when there are long delays”

(Berry and Stangl, 1996, Chapter 4) because there is little, or no, chance to adapt the allocation, thus it

would be inappropriate to employ a response-adaptive procedure. Our results partly contradict that. We

observe that this is true in the extreme case when the delay is nearly equal or greater than the trial size,

but only when the delay is assumed to be fixed. When the delay is random, our results illustrate that

significant patient benefit is obtained even if the mean delay is greater than the trial size. Roughly speaking,

the performance of the CRDP procedure when the delay is very small is the same regardless of whether the

delay is fixed or random; but for larger delays, randomness in delays brings performance benefits.

Similarly to Chick et al. (2017, 2020), we then focus on the case where there is a fixed number of patients in

the pipeline and suggest an intuitive approach, based on adjusting the time horizon used in the optimisation

problem, to account for this delay in Section 4. Finally, the main conclusions and limitations are concisely

summarised in Section 5.

To summarise, our contributions are as follows:

• We develop a generalisation of CRDP motivated by clinical trial practicalities;

• We provide an alternative interpretation of CRDP as a bi-level randomisation procedure between a

fixed randomised branch and a response-adaptive (deterministic) branch;

• We evaluate CRDP in the presence of fixed and random delayed responses;

• We suggest an adjustment to CRDP in the fixed delay setting to reflect the effect of delay in the

optimisation model.

In the rest of this section, we briefly review the literature on RAR and outline some of the few approaches

that have considered delayed responses.

1.1. Response-Adaptive Randomisation (RAR)

In contrast with the traditional approach adopted in randomised clinical trials, in which the (possibly

unequal) treatment allocation probabilities remain constant throughout the trial, response-adaptive ran-

domisation (RAR) can be used, in which the randomisation probabilities change during the trial as patient

responses are observed. The ability to use this information dynamically as it accrues in order to improve

efficiency and allocate more patients to the better performing treatments, for example, makes RAR a par-

ticularly attractive mode of patient allocation (Pallmann et al., 2018; Burnett et al., 2020). As stated in the

adaptive designs guideline by the U.S. Food and Drug Administration (2018), patients may be more willing

to enrol in trials that use RAR, thereby increasing speed and ease of recruitment which poses one of the most

challenging aspects in the conduct of traditional RCTs (e.g. Sully et al., 2013). For recent reviews of RAR
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procedures in clinical trials, refer to Williamson (2020, Chapter 2) and Robertson et al. (2020). Response-

adaptive procedures have also been developed in other scientific disciplines, where they are typically referred

to as policies or algorithms for the multi-armed bandit problem; for a review, see Jacko (2019b).

The RAR procedure discussed in this paper is set in the Bayesian framework in which sequential updating

of the unknown parameters, and consequently the allocation probabilities, takes place throughout the trial

via repeated application of Bayes’ Theorem. Two classes of RAR procedures developed in the Bayesian

framework are: (1) those based on the posterior probability of an arm performing better than another, which

originate from Thompson (1933) and are commonly referred to as Bayesian adaptive randomisation, and (2)

those developed using Bayesian decision theory, which originate from Bellman (1956). In this paper, the

focus is on the latter.

RAR procedures which build on Bayesian decision theory aim to ascertain the optimal treatment alloca-

tion based on some desirable criterion, i.e. maximising the expected total reward in the trial. This reward is

commonly taken to be a measure of patient benefit, as in CRDP, but not always; for example, Chick et al.

(2020) consider cost-benefit improvements of health interventions (i.e. value-based criteria) instead. Bayesian

decision-theoretic procedures include policies or solutions to Bayesian bandit problems which are typically

response-adaptive, but deterministic; see Villar et al. (2015a) for a review of their utility in the clinical trial

context. When these procedures are modified to be non-deterministic (randomised), as in Cheng and Berry

(2007) or Williamson et al. (2017), the resulting randomised variants are often referred to as bandit-based

RAR procedures. These designs have recently re-emerged in the Biostatistics literature with an emphasis

on making them more practicable. An important feature of these procedures is that they are non-myopic

(or forward-looking), so not only do they adapt to past observations, but also to known future information

such as the number of patients remaining to be treated (inside or outside the trial); this is key to optimising

the stated objective. Computationally, these procedures can be obtained using DP, the Gittins index or the

Whittle index (Villar et al., 2015a; Villar, 2018; Jacko, 2019b). A variety of bandit-based RAR procedures

have been evaluated or proposed to address several practicalities, including group-sequential randomisation

(Villar et al., 2015b), constrained randomisation (Williamson et al., 2017), covariates (Villar and Rosen-

berger, 2018), time trends (Villar et al., 2018), continuous outcomes (Smith and Villar, 2018; Williamson

and Villar, 2020) and multiple correlated arms in dose-finding trials (Chick et al., 2020).

1.2. Delayed Responses

To take full advantage of the benefits offered by RAR, each patient’s response should ideally be available

before the next patient enters the trial to allow for sequential updating of the randomisation probabilities. As

such, most designs which incorporate RAR are typically formulated assuming so-called “immediate” patient

responses (Cheung et al., 2006; Biswas et al., 2008, Section 3.7). Although this may be appropriate for

some clinical contexts, such as trials of surgical interventions (Rosenberger and Lachin, 2016, Chapter 12),

emergency medicine trials (Flight et al., 2017), trials for diseases with a slow recruitment rate (e.g. rare

diseases) or rapidly observed endpoint (e.g. acute diseases), it is unrealistic in many clinical trial settings

(e.g. oncology trials). This is because, not only may a treatment take a substantial length of time to induce

a response (e.g. survival trials), but there may also be an administrative delay in obtaining the response

(Pocock, 1983) or implementing the adaptation to the allocation probabilities which, as Wason et al. (2019)

discusses, “will reduce the efficiency advantage of an adaptive approach in exactly the same way as using
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an outcome that takes longer to observe”. However, as Biswas and Coad (2005) commented, “most of

the available literature on adaptive designs overlooks possible delays in responses”. The inability of most

response-adaptive designs to account for delay has long been cited as one of the greatest limitations and

barriers to their implementation in practice (e.g. Simon, 1977; Armitage, 1985; Shrestha and Jain, 2021).

Sverdlov et al. (2012) describe it as “a major stumbling block in implementing adaptive designs”, and

Rosenberger et al. (2012, Section 4) list it as one of the main criticisms of RAR. As such, there is a strong

interest amongst the statistical and clinical trial community in how RAR methods perform in the presence

of delayed responses and how they can be extended to accommodate for delays.

Several authors have illustrated the effect of delayed responses on response-adaptive designs (predomi-

nantly urn models), either by simulation, e.g. Robinson (1983); Rosenberger (1999); Ivanova and Rosenberger

(2000); Zhang and Rosenberger (2007); Wason et al. (2019), or theoretically, e.g. Bai et al. (2002) for urn

models; Hu et al. (2008) for the doubly adaptive biased coin design. These studies showed that although the

skewness of the allocation proportion decreases as the delay length increases, these procedures still result in

more patients randomised to the better treatment(s).

However, few papers have provided potential solutions to accommodate for the delay, which forms a long-

standing open problem. Successful research attempts have focused on simplified problems. For example, Eick

(1988a,b); Wang (2000, 2002) studied delayed responses in the context of a two-armed clinical trial where

the distribution of one arm is assumed known; Hardwick et al. (2006) presented a simplified solution which

reduces the computational requirements, and showed that a procedure based on DP performs very similarly

whether responses are delayed or immediate; Xu and Yin (2014) proposed a two-stage non-parametric

fractional scheme based on RAR to address the issue of delayed response by treating unobserved responses

as censored and calculating their fractional contribution to the response probability; Chick et al. (2020,

Section 7.1) proposed a simple heuristic to account for short delays based on batch allocations for a value-

based trial. Further examples can be found in Biswas and Bhattacharya (2016, Section 6).

Moreover, the assumption of a fixed-duration delay has been used in almost all of the methodological

papers discussing response-adaptive procedures under delayed responses (e.g. Langenberg and Srinivasan,

1981, 1982; Chick et al., 2017, 2020). Fixed delays are mostly a theoretical imperative in order to provide

mathematically and computationally tractable approaches. In practice, this can be translated as determin-

istically regular patient recruitment and deterministically fixed observation times, that is, a constant time

period and fixed time until response. This may occur due to recruitment challenges or administrative delays,

such as staff availability, resource limitations, time taken to obtain the results, time taken to update and

implement the adaptations, etc.

Many clinical trials fit this profile. We provide a few examples below from different disease areas. Tamura

et al. (1994) implemented the delayed randomised play-the-winner rule (see Section 2.4) in a two-arm trial for

depressive disorder, where the primary outcome was change in the Hamilton Depression Scale from baseline

after approximately eight weeks of treatment. They used an intermediate binary surrogate outcome, which

was observed sooner than the primary outcome, to adapt the treatment allocation ratios instead. In a

randomised two-arm Phase III trial for breast cancer, the primary outcome was occurrence of a pathological

complete response (yes/no) six weeks after completion of neoadjuvant therapy (Hurvitz et al., 2018). In stroke

trials, the modified Rankin Scale (mRS) at 90 days post-randomisation (which is typically dichotomised to

form a binary endpoint) is commonly used as the primary outcome (Ovbiagele et al., 2010). For example,
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the Pragmatic Ischaemic Stroke Thrombectomy Evaluation (PISTE) trial (Muir et al., 2017) was a RCT

comparing intravenousthrombolysis (IVT) alone with IVT plus mechanical thrombectomy in patients with

acute ischaemic stroke. The primary outcome was the proportion of patients with favourable functional

outcome (defined by a mRS score of 0–2 at day 90).

2. Methods

In this section, we introduce the methodological framework and present a generalised version of the CRDP

procedure (Williamson et al., 2017), which is constructed based on a formal optimality criterion using the

Bayesian decision-theoretic approach cast as a Markov decision process (MDP). With this approach, prior

information on the unknown treatment parameters is used in conjunction with the incoming data and,

importantly, with the number of remaining patients in the trial to determine the better randomisation

probability vector, out of two pre-specified randomisation vectors, for each patient. Note that despite having

only two randomisation vector options, the theory of MDPs assures that this is sufficient since adding

another randomisation vector in between the original two would not improve the optimal objective, and such

an option would be optimal only if both the original two randomisation vectors were optimal.

2.1. Bayesian Framework for the Design of RCTs

We consider a two-armed RCT with a binary endpoint and a finite number of patients within the trial,

n. Although we use two arms for simplicity of exposition, the framework can be generalised to K arms.

Patients enter the trial sequentially (one-by-one) over time, and are allocated to either treatment A or B

upon arrival. We assume that n is fixed but that the sample sizes for treatment groups A and B, denoted

by NA and NB respectively, are random, where NA +NB = n. We use t to denote both time and the last

patient treated in this model since they are analogous, that is, at time t we have treated t patients. The trial

time is therefore bounded by 0 ≤ t ≤ n. Note that in this section, we assume that the response of patient t

is available before the arrival of patient t+ 1.

Let XA,t and XB,t denote the patient’s response (either a success or failure) from treatments A and

B respectively, which we model as independent Bernoulli random variables Xj,t ∼ Bernoulli(θj), where

0 ≤ θj ≤ 1 is the unknown success probability of treatment j ∈ {A,B}. We assign the following independent

Beta prior distributions to the unknown success probabilities of treatment j

θj ∼ Beta(sj,0, fj,0) for 0 ≤ θj ≤ 1,

where sj,0 (fj,0) represents the prior number of successes (failures) on treatment j at time t = 0. Through

conjugacy, the resulting posterior distribution thus follows another Beta distribution with parameters sum-

marising the relevant information from the trial to date. That is, at time t ≥ 1, after observing sj,t (fj,t)

successes (failures) on treatment j,

θj | sj,t, fj,t ∼ Beta(sj,0 + sj,t, fj,0 + fj,t),

where
∑

j sj,t + fj,t = t. Let the prior information and data combined be denoted as

s̃j,t = sj,0 + sj,t, f̃j,t = fj,0 + fj,t.
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Let δj,t, for t = 0, . . . , n− 1, be the binary indicator variable representing whether patient t+ 1 is allocated

to treatment j, where

δj,t =

{
1, if patient t+ 1 is allocated to treatment j,

0, otherwise.

2.2. Generalisation of CRDP

2.2.1. Specification of Parameters

In this subsection, we propose a generalisation of the CRDP procedure which allows for specifying the

following sets of parameters according to the overall goal and practicalities of the trial.

The time horizon T is defined as the end of the time interval which includes all events utilised in the

optimisation of the randomisation procedure, i.e. the allocations, observations and any others the trialist

may wish to include. Williamson et al. (2017) consider a time horizon equal to the trial size, T = n, which

corresponds to including the benefit of the trial patients and any constraining penalties (described below)

that occur during the trial, or just after the observation of the final trial patient. However, the horizon is

not restricted to this and could take a range of other values. For example, T = 0 means the procedure is

completely ignorant of the present and future, T = 1 gives rise to a myopic design which only considers the

present (i.e. the allocation and observation of the next patient). Practicalities may lead to taking T smaller

than n, e.g. with the aim of optimising the trial patient benefit only over the next stage of the trial, or

because of possible patient dropouts or delayed observations which effectively reduce the number of times

the randomisation procedure needs to be updated. This is explored in Section 4. A horizon larger than n

may also be relevant if one wishes to incorporate what happens after the trial, in which case T will include

patients both inside and outside the trial, so that the optimal criterion is defined for the entire patient

population (or part of it) instead. Since the size of T influences how the procedure attains a compromise

between the power and patient benefit trade-off, and contributes to the optimality criterion, it is therefore

an important element in the specification of such procedures (see e.g. Upton and Lee, 1976; Zhang et al.,

2019).

The degree of randomisation is defined by a set of parameters 0 ≤ pj,t ≤ 1 for each arm j and each time

0 ≤ t < n, with pj,t = 1 corresponding to a certain (deterministic) allocation to arm j. Thus, when pj,t = 1

for all arms j and all patients t, the DP procedure (which maximises the Bayes-expected patient benefit) is

recovered. In the two-arm setting, the actions are defined such that, under action 1, patient t+1 is allocated

to treatment A with probability pA,t and to treatment B with probability 1− pA,t; under action 2, patient

t + 1 is allocated to treatment B with probability pB,t and to treatment A with probability 1 − pB,t (or

equally randomised between these two actions if they both lead to the same objective value). In practice, we

would generally take pj,t ≥ 0.5, although this is not a theoretical requirement. Note that pj,t = 0.5 for both

arms j in a two-arm trial and for all patients t corresponds to fixed equal randomisation. Williamson et al.

(2017) only considered the case in which pj,t = p for every arm and patient and, from their computational

experiments, suggested setting p = 0.9.

The degree of constraining is defined by a set of trial states which are undesirable and thus should be

avoided by the randomisation procedure, together with their corresponding set of penalties. For example,

Williamson et al. (2017) considered a penalty of n (equivalent to a reward of −n) in all the end-of-trial states

resulting in fewer than ℓ observations per arm, i.e. sA,t+fA,t < ℓ or sB,t+fB,t < ℓ, with the aim of avoiding
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extreme allocation imbalance and, consequently, improving statistical power and mitigating estimation bias

when the degree of randomisation p approaches 1. Several other penalised trial states, or constraints, could be

included to restrict the combination of states to those which satisfy some desirable constraint. For example,

a penalty could be added to end-of-trial states in which the power is below a particular threshold, or the

statistical significance of evidence (p-value) is very close to the significance level used in hypothesis testing

to avoid borderline decisions.

2.2.2. Formulation

The formulation of CRDP as a Markov decision process can be found in Williamson et al. (2017) but,

for completeness, the corresponding generalised objective function is shown below. The value-to-go function

Ft(z) represents the maximum Bayes-expected total reward (i.e. the maximum Bayes-expected number of

successes minus constraining penalties) in the remaining time horizon after t ≥ 0 patients have been treated

when the joint data is z = (sA, fA, sB , fB) and is given by

Ft(z) := max
π∈Π

Eπ

Q(zt) +

T∑
u=t+1

 ∑
j∈{A,B}

δj,uXj,u +Q(zu)

∣∣∣∣∣∣ zt = z

 ,

= max
π∈Π

Eπ

[
T−1∑
u=t

(Rau(zu) +Q(zu)) +Q(zT )

∣∣∣∣∣ zt = z

]
, (1)

where Π is the family of admissible randomisation procedures π, which are such that
∑

j δj,t = 1 for all

1 ≤ t ≤ n (i.e. every patient is allocated to exactly one arm). If we are not at the end of the horizon,

i.e. 0 ≤ t < T , the expected (one-period) reward in state z under action a is given by Ra(z). Recall that

we receive a reward of 1 for every successfully treated patient, which is given by a product of the random

variables δj,tXj,t for patient 1 ≤ t ≤ T . To calculate its expectation one period ahead, i.e. in period 0 ≤ t < T

for patient t + 1, we use the pj,t’s as probabilities for δj,t+1 and the Bayesian expectation (current belief)
s̃j,t

s̃j,t+f̃j,t
for Xj,t+1. That is,

Rat(zt) = E

 ∑
j∈{A,B}

δj,t+1Xj,t+1

∣∣∣∣∣∣ zt, at

 ,

which can be expressed, for action 1, as

R1(zt) = pA,t ·
s̃A,t

s̃A,t + f̃A,t

+ (1− pA,t) ·
s̃B,t

s̃B,t + f̃B,t

,

and analogously for action 2. Moreover, Q(z) is the reward, which is set to 0 except for the undesirable

states identified by the degree of constraining, in which case it equals the negative penalty. If we are at

the end of the horizon, i.e. t = T , we do not make any patient randomisation decision, and so the above

simplifies to FT (z) = Q(z).

The ultimate optimisation problem is to find the randomisation procedure which maximises the expected

total reward over the horizon for a given prior distribution at time t = 0, namely, F0(sA,0, fA,0, sB,0, fB,0).

Analogously to the definition of Ft(z) in (1), we can define the optimal action at(z) as the action at time t
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that achieves the maximum in (1).

This is a generalisation of the two-armed finite-horizon Bayesian Beta-Bernoulli bandit problem which

can still be solved exactly, in an analogous way to the original variant, using DP methods (specifically, a

backward recursion algorithm) to give an optimal RAR procedure. For details of the backward recursion

algorithm, refer to Williamson et al. (2017, Appendix). The backward recursion algorithm for the generalised

CRDP variant is outlined in Appendix A.1. Note that this framework can be applied more generally to

other objective functions, depending on the goal of the trial (e.g. Pertile et al., 2014; Alban et al., 2018;

Chick et al., 2017, 2020).

2.3. Alternative Interpretation of CRDP

Now we develop an alternative interpretation of the CRDP randomisation procedure, which translates to a

bi-level randomisation of every patient. Imagine that there are two parallel branches of the trial: a fixed branch

and an adaptive branch (see the probability tree in Figure 1). In the first level, each patient t is randomised

between these two branches, that is, either routed to the fixed branch with probability 2 − pA,t − pB,t or

to the adaptive branch with the complementary probability pA,t + pB,t − 1 (this interpretation would thus

require pA,t + pB,t ≥ 1). In the second level, if patient t had been routed to the fixed branch, then they

will be randomised using a fixed randomisation ratio of 1− pB,t to arm A versus 1− pA,t to arm B (i.e. the

second-level randomisation probability to arm A is (1 − pB,t)/(2 − pA,t − pB,t)). Note that such patients

are randomised between treatments using time-dependent probabilities (since pj,t’s are time-dependent in

general), but these are defined before the trial and thus not response-adaptive. Alternatively, if they had

been routed to the adaptive branch, then they will be allocated matching the CRDP actions to treatments

directly without any further randomisation. That is, under action 1, patient t+ 1 is allocated to treatment

A with probability 1 and to treatment B with probability 0; under action 2, patient t + 1 is allocated to

treatment B with probability 1 and to treatment A with probability 0 (or equally randomised between these

two arms if the two actions lead to the same objective value). Note that such patients are allocated in a

response-adaptive way, as the action depends on joint data z available at time t.

Note that if pA,t = pB,t, then the fixed branch randomises uniformly between the arms (as in equal

fixed randomisation). Similar randomisation procedures have been proposed and studied previously. One of

the pioneering, and still commonly used, algorithms in reinforcement learning is the so-called epsilon-greedy

algorithm, which aims to soften the greedy algorithm (of always allocating to the arm with the highest

value of some measure) by forced exploration with a small probability (epsilon) by randomly choosing an

arm uniformly. This name was coined by Sutton (1996), although the algorithm was introduced in Thrun

(1992a,b) as an exploration technique under the name semi-uniform distributed exploration and is also a

typical feature of the Q-learning algorithm (Watkins, 1989, p. 178). While the epsilon-greedy algorithm uses

a constant epsilon (typically ϵ = 0.1), other variants have been proposed in the literature. These include the

epsilon-decreasing algorithm, in which the exploration probability decreases over time in a predefined way,

and the adaptive epsilon-greedy algorithm, in which the exploration probability is dynamically adapted to

accumulating observations (Sutton and Barto, 2018). In these variants, the second branch is typically taken

as myopically optimal, which corresponds to the special case of CRDP with horizon T = 1.
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State 𝒛 at time 𝑡 First level randomisation Second level randomisation Allocation 𝛿𝑗,𝑡

Treatment A

Treatment B

Patient 𝑡 + 1

Fixed branch

Adaptive branch

w.p. (1 − 𝑝𝐵,𝑡)/(2 − 𝑝𝐴,𝑡 − 𝑝𝐵,𝑡)

w.p. 1 if 𝑎𝑡(𝒛) = 2

Figure 1: Alternative representation of the CRDP randomisation procedure.

2.4. Benchmark Randomisation Procedures

The fixed randomised procedure randomises patients to treatment A with a fixed probability and to

treatment B with the complementary probability. In a two-armed trial, this probability is often 50%,

corresponding to a 1:1 randomisation ratio, but in general it can be any value strictly between 0 and 1.

This procedure is very common in practice and will act as a reference to which the RAR procedures will be

compared against.

We will also compare the procedures to the delayed randomised play-the-winner rule (DRPWR) which is

the rule most often suggested for delayed response settings (Hardwick et al., 2006). The randomised play-the-

winner rule (RPWR), proposed by Wei and Durham (1978), is a type of RAR procedure which uses all of the

past allocations and responses to influence the allocation decision of the next patient. It can be represented by

an urn model whereby the urn accumulates more balls representing the superior treatment, thus increasing

the probability that a patient will be allocated to the current best treatment. Delayed responses can be

accommodated by simply updating the urn composition when the responses become available. However, this

would slow the adaptation and reduce the benefit to patients, particularly those recruited early (Rosenberger,

1999). Two different DRPWR models are discussed in the literature (see e.g. Atkinson and Biswas, 2014,

Chapter 3) which we briefly summarise. First, Wei (1988) introduces another set of indicator variables

ϵj,i+1 (in addition to the treatment allocation and response indicators of the RPWR), which determine

whether or not a previous patient’s response has been observed before allocation of the next patient, i.e.

ϵj,i+1 = 1 if the response of the jth patient is observed before entry of patient i+ 1 (j = 1, . . . , i), and

0 otherwise (Biswas, 2003). Thus, the conditional probability that patient i+ 1 is allocated to treatment

A given all of the previous allocations δj , responses yj and response statuses ϵj,i+1 for j = 1, . . . , i is

P (δi+1 = 1 | δ1, . . . , δi, y1, . . . , yi, ϵ1,i+1, . . . , ϵi,i+1)

=

{
α+ β

(
2
∑i

j=1 ϵj,i+1δjyj +
∑i

j=1 ϵj,i+1 −
∑i

j=1 ϵj,i+1δj −
∑i

j=1 ϵj,i+1yj

)}
2α+ β

∑i
j=1 ϵj,i+1

, (2)

where α is the initial number of each type of ball in the urn and β is the current number of type A balls that

have been added to the urn (following each success on treatment A and each failure on treatment B). The

numerator is the current number of type A balls in the urn and the denominator is the total number of balls in

the urn at this point. Bandyopadhyay and Biswas (1996) introduce a second model with a slight modification
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that ensures the denominator of the conditional allocation probability in (2) is free of any random variables.

Biswas (1999) compares these two models showing that they are asymptotically equivalent and that there is

no significant difference between their performances. Hence, we consider the first version of the DRPWR as

a comparator in this paper.

2.5. Performance Measures

Although CRDP is set within a Bayesian framework, we use simulation to evaluate its performance

according to standard frequentist criteria, which is essential in practice for regulatory purposes (Zhang et al.,

2019). In the subsequent sections, we consider the following hypothesis for a two-armed trial: H0 : θA = θB

versus H1 : θA ̸= θB , which we test using Fisher’s exact test with a nominal significance level of 0.1.

Simulating the trial under the assumption of a treatment difference and calculating the proportion of

times H0 is correctly rejected in favour of H1 gives an estimate of power. Conversely, when simulating under

the null hypothesis of no treatment difference, the proportion of times H0 is incorrectly rejected corresponds

to the estimated type I error. We also report the average bias and mean squared error of the treatment

effect estimator under both hypotheses. In terms of evaluating the in-trial patient benefit, we focus on the

percentage of patients allocated to the superior treatment. Note that under H0, the superior treatment is

taken to be the control arm.

Throughout, we focus on the scenarios in which θA = 0.5, θB ∈ {0.1, 0.2, . . . , 0.9} and n = 75 so results

are consistent with, and comparable to, those reported in Williamson et al. (2017). The observed patterns

and conclusions remain the same for other values of θA so we do not report them here.

3. The Effect of Delayed Responses on (CR)DP

The CRDP and the DP procedures are jointly abbreviated as (CR)DP from hereon. In this section,

we consider the CRDP procedure with tuning parameters as suggested in Williamson et al. (2017), that is,

T = n, pj,t = 0.9 for all j, t and ℓ = 0.15n with penalty −n, which produce a good balance between power

and patient benefit across a wide range of scenarios and samples. The DP procedure is defined by taking

T = n, pj,t = 1 for all j, t and ℓ = 0. In the case of no delay, (CR)DP randomises the first patient using

equal fixed randomisation because the prior distributions on both arms are the same. Applying the same

model when responses are delayed means that equal fixed randomisation is used to allocate patients until

the first response is observed. After all patients have been allocated, we assume that all patient outcomes

will be available, and thus will contribute to the estimated treatment effect at the end of the study.

In order to explore the impact of delayed responses when applying (CR)DP, we use simulation to evaluate

its performance in a range of scenarios for different delay lengths. By first understanding the impact of a

delayed response, we can then take steps to modify the procedure in Section 4. Moreover, as Wason et al.

(2019) pointed out, “it is important that theoretical work that proposes and promotes adaptive designs

clearly lays out any reduction in their reported efficiency benefits when there is substantial delay in outcome

evaluation”.

3.1. Fixed Delays

We first focus on a deterministic (or fixed) delayed response model which assumes that there is a constant

time between allocations and a fixed delay of length d > 0 between allocating a patient to a treatment and
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observing their outcome. As a result, we will know exactly how many patients are in the pipeline at each

stage in the trial which, for t ∈ {d+ 1, . . . , n}, will remain of fixed length equal to d. Although a patient

response may occur at any time, in binary response trials (considered in this paper), interest is only in if

it has occurred by the specified follow-up time. If the response has not occurred by the time of follow-up

(which could be due to patient dropout), this is typically reported as a treatment failure in binary response

trials.

The results are illustrated for d = 0, 25, 50, 75, and also for 5 and 15 since more interest is in what happens

for shorter delays, as this is where the most marked changes in performance of these procedures occur. The

reason for including the results for no delay is so we can clearly evaluate how the delayed responses are

affecting the performance measures relative to the base case. Further, recall that d = 75 corresponds to

fixed, equal randomisation. The results illustrated in Figure 2 correspond to changes in the performance

of the CRDP procedure, and analogous results for the DP procedure are displayed in Figure A.8 of the

Appendix A. We include results for the DP procedure to show how the delay affects the procedure in the

absence of the randomisation and constraining.

Power. The top left plot in Figure 2 illustrates the changes in statistical power for CRDP, with the

results for θA = θB corresponding to the type I error. The most notable observation is that the power

increases with delay length. This because, as the length of the delay increases, the adaptation is slowed

and the procedure approaches that of fixed randomisation meaning there is less imbalance between the

treatment arms. However, the observed changes in power are not linear, but rather seem like following the

law of diminishing returns. For example, the increase in power from d = 0 to d = 5 is approximately the

same as from d = 5 to d = 15, with negligible changes as the delay length increases from 50 to 75. The

expected patterns, such as the power increasing with the size of the treatment difference, are evident for all

delay lengths.

In terms of the type I error rates, they are well controlled at the desired 0.10 level for all delay lengths.

Patient benefit. The top right plot in Figure 2 illustrates the changes in the percentage of patients

allocated to the superior treatment, i.e. the patient benefit, for CRDP. When θA = θB , the procedure

allocates approximately 50% of patients to the superior treatment whatever the delay length, as expected.

In general, we observe that the number of patients in the trial receiving the superior treatment decreases as

the delay length increases because a longer delay means a longer period of equal randomisation at the start

of the trial.

Consider the scenario in which θA = 0.5 and θB = 0.1. For the case of no delay, approximately 83% of

patients in the trial are allocated to the superior treatment and for a delay of length 25, approximately 73%

of patients are allocated to the superior treatment. Thus, we only lose approximately 10% of the patient

benefit in this case. Furthermore, compared to fixed randomisation (illustrated by the pink line in Figure 2),

the gain in patient benefit remains high. Even for a delay length of 50 (two thirds of the trial size), there

are still worthwhile gains in terms of patient benefit of implementing CRDP, with approximately 10% more

patients being allocated to the superior treatment relative to fixed randomisation.

It is also clear from the plots that as the magnitude of the treatment difference increases (i.e. as θB

decreases from 0.5 to 0.1 or increases from 0.5 to 0.9 for θA = 0.5), the percentage of patients allocated to

the superior arm also increases across all delay lengths less than 75, as expected.

Bias. The bottom left plot of Figure 2 shows the changes in the average bias of the treatment effect
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Figure 2: Power/type I error, % of patients on the superior treatment, the average bias and MSE of the treatment effect
estimator for CRDP when n = 75, θA = 0.5 and θB ∈ (0.1, 0.9) for different fixed delay lengths (estimated over 100, 000
simulations).
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True CRDP with delay 5 DRPWR with delay 5

θA θB θ̂A θ̂B θ̂A − θ̂B Bias θ̂A θ̂B θ̂A − θ̂B Bias
0.500 0.100 0.499853 0.096223 0.403630 0.003630 0.496576 0.097737 0.398840 -0.001160
0.500 0.200 0.497806 0.188783 0.309024 0.009024 0.496257 0.196250 0.300007 0.000007
0.500 0.300 0.491774 0.278339 0.213435 0.013435 0.495755 0.295181 0.200574 0.000574
0.500 0.400 0.480684 0.369758 0.110926 0.010926 0.495331 0.394947 0.100384 0.000384
0.500 0.500 0.470749 0.470066 0.000684 0.000684 0.494164 0.494433 -0.000269 -0.000269
0.500 0.600 0.469279 0.579858 -0.110578 -0.010578 0.492965 0.594547 -0.101582 -0.001582
0.500 0.700 0.477296 0.691518 -0.214222 -0.014222 0.490896 0.695328 -0.204432 -0.004432
0.500 0.800 0.487732 0.797777 -0.310045 -0.010045 0.487573 0.796879 -0.309306 -0.009306
0.500 0.900 0.495412 0.899759 -0.404347 -0.004347 0.480832 0.898330 -0.417498 -0.017498

True CRDP with delay 25 DRPWR with delay 25

θA θB θ̂A θ̂B θ̂A − θ̂B Bias θ̂A θ̂B θ̂A − θ̂B Bias
0.500 0.100 0.499554 0.097617 0.401938 0.001938 0.497334 0.097964 0.399370 -0.000630
0.500 0.200 0.497649 0.193748 0.303900 0.003900 0.497083 0.196814 0.300270 0.000270
0.500 0.300 0.493642 0.288373 0.205269 0.005269 0.496828 0.296256 0.200572 0.000572
0.500 0.400 0.488466 0.384723 0.103742 0.003742 0.496502 0.396201 0.100300 0.000300
0.500 0.500 0.484371 0.484043 0.000329 0.000329 0.496184 0.496505 -0.000321 -0.000321
0.500 0.600 0.483978 0.588435 -0.104456 -0.004456 0.495625 0.596536 -0.100910 -0.000910
0.500 0.700 0.487662 0.693864 -0.206202 -0.006202 0.494818 0.697139 -0.202321 -0.002321
0.500 0.800 0.492379 0.797834 -0.305455 -0.005455 0.494015 0.798157 -0.304142 -0.004142
0.500 0.900 0.496040 0.899640 -0.403599 -0.003599 0.492782 0.898929 -0.406147 -0.006147

Table 1: The success probability estimates, θ̂A and θ̂B , for treatments A and B, respectively, compared to their true values, θA
and θB , following CRDP and DRPWR with a fixed delay. These results correspond to the scenarios in which n = 75, θA = 0.5
and θB ∈ (0.1, 0.9) for a fixed delay of 5 (upper table) and 25 (lower table).

estimator ∆̂ = θ̂A − θ̂B (where θ̂A = sA,n/NA and θ̂B = sB,n/NB are the observed proportions of successes

on treatment A and B, respectively, by the end of the trial). We observe that, in general, the bias decreases

as the delay length increases (with some slight discrepancy for delay lengths of 0 and 5). The decrease in

bias is due to the values of sA,n, sB,n, NA and NB varying with delay length. As an example, consider

the scenario in which θA = 0.5 and θB = 0.1. For shorter delays, there will be fewer patients allocated to

the inferior treatment (arm B) so that NB < NA. As a result, θ̂B will be underestimated, which is shown

in Williamson et al. (2017), so the treatment effect estimator, ∆̂, will be larger, leading to a larger bias.

Alternatively, as d → 75, then NB → NA until eventually NB ≈ NA when d = 75. Therefore, θ̂A and θ̂B

will be closer to their true values, hence giving rise to a smaller bias. Note that it will be useful to refer to

the raw estimates of θA and θB in Table 1 to illustrate this.

Mean squared error. The bottom right plot in Figure 2 shows that the mean squared error (MSE) of

the treatment effect estimator decreases as the delay length increases across all scenarios. Since the MSE is a

function of the bias, this could simply be attributable to the observed decrease in bias with delay. However,

after plotting the variances of the treatment effect estimator (not included here), which follow exactly the

same pattern as the MSE plots, this confirms that the variability of the estimator does indeed decrease with

delay.

3.1.1. Comparison of (CR)DP to DRPWR

In this section, we explore how the DRPWR (described in subsection 2.4) compares to the (CR)DP

procedures for a range of delay lengths via simulation. In the following, we consider a scenario in which

there is a treatment difference, but the results for no treatment difference are shown in Figure A.12 of the

Appendix A. In particular, we focus on the case in which θA = 0.5 and θB = 0.1 (represented by the

black lines in Figure 3). However, we have also added the results corresponding to θA = 0.5 and θB = 0.4
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(represented by the purple lines in Figure 3) to show that similar trends are observed for smaller treatment

differences. Plots showing the performance of DRPWR over a wider range of scenarios are also provided in

Figure A.10 of the Appendix A.

Power. The first plot in Figure 3 illustrates the changes in power as the delay length, d, increases. The

power of (CR)DP is shown to increase hyperbolically, with the largest changes occurring for shorter delay

lengths and practically no change occurring as d increases from 40 to 75. In contrast, the power of the

DRPWR remains fairly constant for all delay lengths. The power of the RPWR is already high when there

is no delay because it does not create enough imbalance between the two treatments, and thus there is little

room for improvement.

Comparing the procedures, although the DRPWR attains the highest power for delays up to around 45

(at which point the procedures essentially converge), CRDP also performs very well (even for small delays),

whereas the power of DP is insufficient and lies below 80% for delays up to length 15. For example, when

the delay is 5, the power of DRPWR and CRDP is above 90% but for DP, it is close to 50%.

Patient benefit. The second plot in Figure 3 shows how the percentage of patients allocated to the

superior treatment varies as d increases. Similarly to the (CR)DP, as the delay length increases, the DRPWR

allocates fewer patients to the superior arm. For DP, the percentage of patients allocated to the superior

treatment decreases linearly at a relatively constant rate compared to the CRDP which decreases at a slower

rate, and the DRPWR which decreases even slower. Further, (CR)DP allocates substantially more patients

to the superior treatment than the DRPWR, most markedly for shorter delay lengths. For example, Figure 3

shows that when d = 5, DP and CRDP allocate approximately 91% and 81% of patients to the superior arm,

respectively, while DRPWR allocates 63%. Even when there is a smaller treatment difference (as shown by

the purple lines), CRDP continues to allocate more patients to the superior treatment. In this case, when

d = 5, CRDP allocates approximately 64% of patients to the superior arm, while DRPWR allocates 54%.

Bias. The third plot in Figure 3 illustrates the changes in the bias of the treatment effect estimator as

d varies. We have already identified that, generally, the bias of (CR)DP decreases with delay and occurs at

a much quicker rate for DP. In contrast, the bias values following the DRPWR appear to be fairly robust

to changes in delay, remaining close to 0 for all delay lengths, with a very slight decrease as d increases.

Note that the scale of this plot is very small so the differences observed are only negligible (to three or four

decimal places).
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Figure 3: The changes in power, % of patients on the superior treatment and the average bias of the treatment effect estimator
for (CR)DP and DRPWR as the length of the fixed delay increases when n = 75, (θA, θB) = (0.5, 0.1) (black line), and
(θA, θB) = (0.5, 0.4) (purple line) (estimated over 100, 000 simulations).

3.2. Random Delays

The assumption of a fixed delay, considered above, leads to a simple model which allows fundamental

insights to be made, but may not provide an acceptably good approximation for many clinical trials in which

there is randomness in patient arrivals. Therefore, in this section, we consider a simple stochastic model in

which patients now arrive randomly and, consequently, the number of patients in the pipeline at any stage

of the trial is also random. This formulation is equivalent to assuming deterministically regular arrivals

with a random response time. Since it is more intuitive to interpret random delay as the random time from

allocation to response (rather than the random number of patients in the pipeline), we use this context to

illustrate the effect of random delays on (CR)DP without loss of generality. This is the set-up also used in

Hardwick et al. (2006). However, this is purely for ease of interpretation and, in clinical trial practice, it is

not typical to have a binary endpoint that is observed with a random delay.

We use a Bernoulli random variable with probability r to determine which patients in the pipeline have

responded at each stage t in the trial. This is equivalent to assuming a geometric response time (or delay

length), Yi ∼ Geometric(r) for each patient i = 1, . . . , n, i.e. the number of time units (e.g. days) before

response. If a patient has responded, we record their observation, update the states accordingly and remove

this patient from the pipeline. Otherwise, if the patient has not yet responded, they remain in the pipeline and

we simply proceed to allocate the subsequent patient based on whatever information is currently available.

As in the fixed delay setting, we assume complete data at the end of the study.

We vary the response probability r, i.e. the probability of a patient responding at each stage, to explore

the impact of random delays on (CR)DP. So that the results are presented similarly to those in the previous

section, we illustrate the performance measures for different expected delay lengths, taking values of r =

1/(1+E(Yi)) such that E(Yi) = 0, 5, 15, 25, 50, 75 and 100 for each i (note that, in this case, it is possible to

have E(Yi) > n and equal fixed randomised procedure would be recovered by E(Yi) → ∞).

Since the expected value of a geometric random variable Yi is given by E(Yi) = (1− r)/r, to do this, we

will choose values of r = 1/(1+E(Yi)) such that E(Yi) = 0, 5, 15, 25, 50, 75 and 100 for each i. Note that we

include an expected delay length of 100 here to demonstrate that, in the random delay case, the (CR)DP

gives rise to different performance measures for expected delays greater than the trial size of 75. This is in

contrast to the fixed delay case in which, for all delays ≥ 75, (CR)DP mimics equal randomisation.
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Figure 4 is the analogue of Figure 2 but for the random delay case. The overall trends observed in the

performance measures as the expected delay lengths increase are similar to those for the fixed delay case.

However, there are some immediate differences (see Figure A.14 in Appendix A). In particular, the top

right plot of Figure 4 shows that the percentage of patients allocated to the superior treatment appears to

be larger for the random delay case. The bias and MSE values are also larger when the delay is random, and

there is little difference in the power as the expected delay length increases. These observations are due to a

mixture of reporting averages and the fact that there is inherent variability in the results that goes beyond

that of simulation error, owing to the underlying random nature of the delay (see subsection Appendix A.5

for further details).

The corresponding plot illustrating the effect of a random delay on the performance of DP is shown in

Figure A.9 of Appendix A.
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Figure 4: Power/type I error, % of patients on the superior treatment, the average bias and MSE of the treatment effect
estimator for CRDP when n = 75, θA = 0.5 and θB ∈ (0.1, 0.9) for different expected random delay lengths (estimated over
100, 000 simulations).

3.2.1. Comparison of (CR)DP to DRPWR

We now compare the performance of the (CR)DP in trials with a random delay to the DRPWR. In the

following, we consider how the performance measures vary with the expected delay length for a treatment

difference, where θA = 0.5 and θB = 0.1. Corresponding results for no treatment difference are shown in

Figure A.13 of the Appendix A. For an alternative illustration of how the DRPWR (with random delay)

behaves for a wider range of scenarios under different expected delay lengths, see Figure A.11 in Appendix
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A.

Power. The first plot in Figure 5 shows the changes in power for the (CR)DP and DRPWR as the

expected delay length increases. As in the fixed delay case, the greatest changes in power for the (CR)DP

procedures occur for shorter expected delay lengths. For CRDP, the power remains constant for delays

expected to be greater than 65, but for DP it continues to increase. The power of DRPWR, on the other

hand, remains relatively stable for all expected delay lengths and attains values very close to those obtained

when there is a fixed delay.

Relative to DRPWR, the (CR)DP procedures have smaller power for all expected delay lengths. Again,

this difference is much more prominent for DP. For example, when the delay length is expected to be 5, the

power of DRPWR is 0.99, that of CRDP is 0.91 and that of DP is 0.46. For expected delays over 40, the

difference in power between DRPWR and CRDP is at most 0.03.

Patient benefit. The second plot in Figure 5 compares how the percentage of patients allocated to the

superior treatment varies as the expected delay length increases from 0 to 100 for the (CR)DP and DRPWR.

(CR)DP continues to maintain important levels of patient benefit (around 77% and 67% for DP and CRDP,

respectively) even for an expected delay of 100. The DRPWR starts with a small patient benefit (around

64%) and only decreases by a small amount (to around 61%) as the expected delay increases. Moreover, the

rate of decrease for these procedures remains relatively constant. Compared to DRPWR, (CR)DP allocates

significantly more patients to the superior treatment for all expected delay lengths considered. In particular,

for an expected delay length of 5, (CR)DP and DRPWR allocate approximately the same number of patients

to the superior arm as we observed in the fixed delay case.

Bias. The third plot in Figure 5 illustrates the changes in the average bias of the treatment effect

estimator as the expected delay length varies. Overall, for the (CR)DP procedure, the trend in bias appears

to be decreasing, which is much more apparent for DP. The bias values corresponding to DRPWR do not

change much with the expected delay and lie slightly closer to 0 than CRDP for all expected delay lengths.

However, the scale of this plot is very small so the differences in the bias between DRPWR and CRDP are

trivial. DRPWR and CRDP consistently outperform DP, but the differences are considerably greater for

shorter expected delays. For example, when the expected delay length is 5, the bias of DP is ten times larger

than that of CRDP.
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Figure 5: The changes in power, % of patients on the superior treatment and the average bias of the treatment effect estimator
for (CR)DP and DRPWR as the expected delay length increases, when n = 75, θA = 0.5 and θB = 0.1 (estimated over 100, 000
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4. Adjusting the Time Horizon of (CR)DP for Fixed Delays

As we have seen above, (CR)DP already performs relatively well in the presence of delayed responses

with slight gains in power and a loss in patient benefit as the delay length increases. However, the actions

are computed assuming that all n of them will be implemented which, due to the delay, is not the case. As a

result, the optimised procedure breaks down if (CR)DP is used näıvely as in the previous section. Ideally, we

want to retain their optimisation features as much as possible, which we address in this section. Throughout

this section, we assume that there is a fixed number of patients in the pipeline.

In Section 3, the time horizon used in the MDP formulation of the (CR)DP procedure was of size T = n,

i.e. the number of patients in the trial. However, when we implement this procedure with a fixed delay of

length d, the state representing the number of unobserved patients remaining in the trial will stay the same

for the first d patients because no observations accrue during this stage. Therefore, these patients are simply

randomised (with equal probability) between the treatments, giving rise to an initial equal randomisation

phase. It is only once we begin to receive observations, i.e. from time d+1 onwards, that (CR)DP allocates

patients adaptively. Importantly, the last d planned actions of the (CR)DP procedure are not effectuated,

and thus the procedure may not achieve the objective it is optimised for, especially for CRDP which may

result in the undesirable (penalised) end-of-trial states not being avoided and thus the desired constraint not

being satisfied. This suggests that for a trial of size n, it may be more appropriate to use (CR)DP to optimise

the allocation of patients d + 1 to n only, that is, for n − d of the allocation decisions, and to define and

penalise the undesirable states at stage n− d rather than at stage n so that the desired constraint continues

to be satisfied even in the presence of delayed responses. Consequently, by setting T = n − d in equation

(1), the value-to-go function, we implement (CR)DP with a delay-adjusted time horizon (TH), which we

refer to as the CRDP-TH procedure. Not only does this mean that we generate a smaller array of optimal

actions, which is computationally quicker and requires less memory, but this will allow us to understand

whether there are any non-negligible gains when optimising over the smallest possible time horizon instead.

It will also ensure that after all n patients have been allocated, the desired degree of constraining will still be

satisfied. Although we adjust the horizon T , for comparison purposes, we keep the original randomisation

and constraining parameters as used in CRDP, i.e. p = 0.9 and l = 0.15n with a penalty of −n, without

accounting for the observations that will be revealed after the end of the trial. We discuss this assumption

at the end of this section.

Figure 6 illustrates the performance measures of CRDP-TH (represented by the dashed lines) for a

range of delay lengths. For comparative purposes, CRDP when using the original time horizon of n is also

superimposed onto these plots (solid lines). In terms of power (top left plot in Figure 6), there is very

little difference between the two procedures, with CRDP-TH lying slightly above CRDP for shorter delay

lengths since CRDP-TH is better at avoiding the undesirable states with too few observations when there

is a delay. For the percentage of patients on the superior arm (top right plot in Figure 6), the differences

are more pronounced and CRDP outperforms CRDP-TH for all delay lengths (excluding 0 and 75 where

both procedures are equivalent) because CRDP-TH imposes the constraints more stringently (discussed

below). Further, since CRDP-TH results in less imbalance between the two treatment groups than CRDP,

the corresponding bias and MSE values are also notably smaller for CRDP-TH, as illustrated in the bottom

two plots of Figure 6.

We now discuss why CRDP is shown to attain a larger percentage of patients on the superior arm
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Figure 6: Power/type I error, % of patients on the superior treatment, the average bias and MSE of the treatment effect
estimator for CRDP and CRDP-TH when n = 75, θA = 0.5 and θB ∈ (0.1, 0.9) for different delay lengths (estimated over
1, 000, 000 simulations).
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compared to CRDP-TH, with the aid of allocation plots in Figure 7. For illustrative purposes, we will

take θA = 0.5 and θB = 0.9 but the same reasoning also applies to other scenarios. In Williamson et al.

(2017, Figure 6), for the no delay case, the average allocation probability to the superior treatment oscillates

markedly for the final 15 patients (in a trial of size 75) in order to satisfy the constraint, thus indicating that

an important number of allocations to the inferior arm occur towards the end of the trial. However, when

the CRDP time horizon T is equal to the trial size n and there is a delay of length d, the final d decisions

are not effectuated. Consequently, this final exploration phase, which is illustrated by the dashed green lines

in Figure 7a and Figure 7b for d = 5 and 15, respectively, is now ignored. Nevertheless, CRDP will continue

to allocate the required number of patients, as specified by the constraint, to the inferior arm because of the

unaccounted pipeline patients. In fact, on average, it will “over-satisfy” the constraint because the number

of allocations made to the inferior arm during the initial equal randomisation phase (as a result of the delay)

will, on average, exceed those that are no longer being made at the end. This is evident from Figure 7a

and Figure 7b where it is clear that the proportion of times the superior (inferior) treatment is allocated

during the “non-effectuated” phase in green is substantially greater (smaller) than that during the equal

randomisation phase.

In contrast, by using the smallest possible time horizon of n−d instead, there will be even more allocations,

on average, to the inferior arm because the exploration phase towards the end of the trial is still incorporated

(as in the no delay case) (see the red lines in Figures 7a and 7b). Hence, we see a smaller percentage of

patients on the superior treatment, and thus higher power, for CRDP-TH with a time horizon of 75 − d

compared to CRDP with the longer time horizon of 75.

The patient allocation plots in Figure 7 also illustrate the effect of changing the delay length d on the

average allocation probabilities when using CRDP and CRDP-TH. For example, the black line in Figure 7a

shows the average allocation probability to the superior treatment under the CRDP procedure with time

horizon equal to the trial size T = 75, a fixed delay of d = 5 and a degree of constraining equal to 15% of

the total sample size (i.e. approximately 12 patients on each arm). We see that near the end of the trial, by

around patient number 60, the proportion of times the superior treatment is allocated decreases in order to

satisfy the constraint. However, when the delay length is increased to d = 15, Figure 7b shows that there is

no longer this decrease near the end of the trial because, in this case, it is likely that the minimum sampling

requirement on each arm will have already been fulfilled (owing to the longer delay length and, consequently,

the longer initial equal randomisation phase). The plots for CRDP-TH (in red) similarly show that as the

delay length increases, the need to allocate as many patients to the inferior treatment at the end of the trial

is reduced.
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Figure 7: Probability of allocating a patient to the superior treatment when θA = 0.5 and θB = 0.9 in a trial of size n = 75
(estimated over 1, 000, 000 simulations). The black and red lines correspond to CRDP with time horizons T = n and T = n−d,
respectively. The dashed green lines illustrate what the remaining d allocations would look like if CRDP continued.

It is not obvious whether the observed differences in Figure 6 are due to the change in time horizon, or the

fact that CRDP-TH is effectively satisfying a stricter constraint. To isolate the impact of the time horizon

alone on the performance of the procedure, we remove the constraint and randomisation from the procedure,

and revert back to the original DP procedure. The corresponding performance measures illustrated in

Figure A.16 and allocation plots in Figure A.17 of subsection Appendix A.6 indicate that DP and DP-TH

behave similarly.

5. Discussion

In this paper, we have developed a generalisation of the recently proposed CRDP procedure, which

allows for additional flexibility to adjust to different practicalities of clinical trials and sequential experiments

more generally. A novel representation of CRDP, depicted via a probability tree, was also provided to aid

interpretation and show that it can be viewed as a non-myopic generalisation of the epsilon-greedy algorithm,

which is well-known in the reinforcement learning literature.

We then evaluated how the (CR)DP procedure performs when responses are observed after a delay, which

is an important — and commonly asked — question in practice. In Section 3, we demonstrated that we gain

slightly in terms of power and bias through the delay (so, from the statistical perspective, delay could be

viewed as a positive attribute), but we lose in terms of patient benefit (which is the main advantage of using

such RAR procedures over alternatives). However, this loss is not overly concerning: e.g. for a relatively

large fixed delay length which is one third of the sample size 75, the percentage of patients on the superior

treatment when θA = 0.5 and θB = 0.1 is approximately 23% higher for CRDP and 30% higher for DP
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than the traditional approach of equal randomisation. Even for a fixed delay of length 50, there are still

worthwhile patient benefit gains, while the losses in power, bias and MSE are minimal. Only when the

fixed delay length is greater than or equal to the trial size do the gains fully disappear; for random delays,

patient benefit gains persist even in this case. As such, our results partly contradict the common opinion

that “adaptive allocation has no benefit when there are long delays” (Berry and Stangl, 1996, Chapter 4).

Further, when compared to the performance of the most commonly studied rule for delayed response

scenarios, namely the DRPWR (Hardwick et al., 2006), there are considerable improvements with respect to

the patient benefit for (CR)DP. Therefore, this evaluation has shown that the (CR)DP procedures already

perform well in trials with delayed responses since they continue to maintain their patient benefit advantages

over other procedures for a range of (expected) delay lengths. More specifically, for short to moderate delays,

(CR)DP incurs only a slight loss in patient benefit (relative to the no delay case), which reflects what has

been found in both the statistical and bandit literature for other response-adaptive procedures (Kaibel and

Biemann, 2021). Thus, the main message to convey is that (CR)DP is fairly robust to delays, whether fixed

or random.

The next part of this paper suggested an approach, based on adjusting the time horizon of the cor-

responding MDP, to account for a fixed delay. Investigation of this approach illustrated the underlying

interdependence between the delay length and constraint. In particular, if the delay length already satisfies

the desired constraint via the initial equal randomisation phase of the first d + 1 patients, then it may not

be necessary to adjust the time horizon of (CR)DP. However, in general, (CR)DP with a non-adjusted time

horizon may not even reach the final stage where the constraints are specified and thus, adjusting the time

horizon is likely to be a preferred approach. An interesting topic for further research is how to appropriately

tailor the degree of constraining within the CRDP formulation according to the different delay lengths. One

way to achieve this for the CRDP-TH procedure is to subtract the expected number of patients that are on

the inferior arm during the final d allocations from the current degree of constraining. These translate to ob-

servations which the current procedure is “blind” to because they only become available after all allocations

have been made, hence why the constraint may end up being stricter than desired.

This research provides impetus for several other areas of further work, some of which will now be outlined.

The simulation study considered is restricted to the setting of a two-arm trial with binary endpoints

and a simple stochastic mechanism using a geometric distribution for the discrete time to model the delay.

Extending this to other practical settings would provide valuable insight into how CRDP performs more

generally. Moreover, since CRDP was developed in the context of rare diseases, the focus has been on

relatively small trial sizes. In this paper, the code written in the programming language R from Williamson

et al. (2017) was used for all computations, which reported that (CR)DP could be implemented for trial sizes

of up to 215 on a standard computer with 16GB RAM. However, Jacko (2019b) showed that DP solutions

are tractable for much larger horizons than are commonly believed. If using another programming language,

such as Julia, and a more effective coding syntax (see Jacko, 2019a), a computer with 32GB RAM can solve

the two-armed bandit problem for a trial size of up to 1440 and 4440, depending on whether storage of the

optimal allocation policy is or is not required, respectively.

Development of a randomisation procedure analogous to (CR)DP for the non-binary case is theoretically

possible, but will become computationally infeasible for much smaller trial sizes than for the current binary

response variant. The trialist could, however, still employ the binary-response (CR)DP by dichotomising
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the primary endpoint, which is a widely adopted approach in clinical research (Royston et al., 2006), or by

using an auxiliary endpoint correlated with the primary endpoint. Although Williamson and Villar (2020)

showed that dichotomisation can reduce the patient benefit of RAR procedures, compared to when using

the original endpoint, if meaningfully defined this loss may only be negligible and will still bring important

patient benefit gains over alternative RAR procedures. Moreover, the allocation procedure could dichotomise

but the final analysis could use the continuous endpoint, which may reduce the loss in efficiency. Another

option is to adjust the degree of randomisation in order to reflect the trialist’s confidence in the correlation

between the primary and auxiliary endpoint.

Similarly for extending (CR)DP to trials involving more than two arms; although possible in theory, it

will soon become computationally challenging in practice. Alternatives which closely approximate the DP

procedure are the Whittle index and the Gittins index (see e.g. Villar et al., 2015a; Jacko, 2019b; Williamson

and Villar, 2020). However, these are yet to be modified to include constraints, as in the CRDP procedure.

This may not always be possible, especially for constraints depending on more than one arm, because the

Whittle and Gittins indices function by decomposing the trial-level optimisation problem into single-arm

optimisation subproblems. Nevertheless, single-arm constraints, such as the number of observations from

each arm as considered here, should be implementable. Moreover, if constraints are not required, then the

degree of randomisation can be implemented easily using the Whittle or Gittins index, instead of the DP

procedure, in the alternative interpretation described in subsection 2.3. The concepts introduced in this

paper, namely, adjusting the time horizon according to the delay length, can also be applied to the Whittle

index policy, as well as any other time dependent approach more generally.

(CR)DP was formulated under the assumption that patients allocated to the same treatment will have

the same expected response. However, in practice this may be unreasonable if there are certain covariates

which influence their response. For example, the success of a cancer treatment may depend on whether the

patient is a smoker, in which case, only a subset of the available responses may be relevant in determining

the current patient’s randomisation probability. Incorporating covariates into such designs forms another

area of future work where application of the index policies would be better suited than the DP techniques

considered here (e.g. Villar and Rosenberger, 2018) to circumvent the curse of dimensionality as the state

space grows.

Similar to previous contributions (such as Zhang et al., 2019), we have assumed an absence of time

trends caused by a change in patient characteristics during the recruitment phase, such as the most severely

ill patients entering the trial as soon as possible. This possibility of so-called patient (or population) drift is

a major criticism of RAR in general (see e.g. Rosenberger et al., 2012, Section 4.3) since it can lead to biased

parameter estimates. One solution is to use covariate-adjusted RAR if the underlying covariates causing

the heterogeneity are known in advance. Examples of recent developments in this area include Villar and

Rosenberger (2018) and Villar et al. (2018). Alternatively, one may consider using block RAR to reduce the

bias caused by patient drift (see e.g. Magirr, 2011).

Accrual (or selection) bias may also contribute to heterogeneity in patient recruitment over time. For

example, with CRDP, patients may prefer to enter the trial earlier since, as we have seen in Section 4,

patients entering the trial later may be more likely randomised to the inferior treatment in order to satisfy

the constraint specified by CRDP. However, typically in response-adaptive trials, it is more desirable for

patients to enter the trial later because, that way, their probability of being randomised to the better
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treatment will be higher. This highlights that, regardless of the constraint, this type of bias still poses a

problem. The introduction of the constraint in CRDP may even circumvent, or at least mitigate, the effect

of accrual bias since there is no longer an obvious “desirable” stage at which to enter the trial. It may even

be the case that patients refuse to be allocated to a particular treatment or drop out, resulting in fewer

patients on one arm. However, this is a concern in all studies and is typically mitigated through blinding

and intention-to-treat analysis.

All the results presented in this paper assume a uniform prior for the unknown success probabilities of

each arm. However, if desirable, one could consider an informative prior based on data from previous trials

or expert opinion (Dallow et al., 2018; Williams et al., 2021), for example. The (CR)DP procedure also

allows for implementing a decreasingly informative prior (see Donahue and Sabo, 2021) by modifying the

rewards and transition probabilities between states. In situations where there is no previous reliable data, or

reluctance to specify the prior distributions, the trial could employ an initial non-adaptive phase, followed by

(CR)DP only after a sufficient amount of information has accumulated in the initial phase. This information

could then be used to form the prior distribution for the subsequent adaptive (CR)DP phase.

Given the recent surge in papers on bandit-based RAR procedures (e.g. Ahuja and Birge, 2020; Chick

et al., 2020; Kaibel and Biemann, 2021; Donahue and Sabo, 2021; Wang, 2021), this paper is a timely contri-

bution to the literature, both from a methodological and practical perspective, where it is hoped that it will

encourage others to provide a thorough consideration of practicalities when developing new methods. In up-

coming work, currently under preparation, we further extend the (CR)DP model to incorporate information

from patients whilst in the pipeline, instead of waiting until their responses have been observed.
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Statistics 16, 221–229.

Berry, D.A., Stangl, D.K., 1996. Bayesian methods in health-related research, in: Berry, D.A., Stangl, D.K.

(Eds.), Bayesian Biostatistics. Marcel Dekker, pp. 3–66.

Biswas, A., 1999. Delayed response in randomized play-the-winner rule revisited. Communications in

Statistics - Simulation and Computation 28, 715–731.

Biswas, A., 2003. Generalized delayed response in randomized play-the-winner rule. Communications in

Statistics - Simulation and Computation 32, 259–274.

Biswas, A., Bandyopadhyay, U., Bhattacharya, R., 2008. Response-adaptive designs in phase III clinical

trials, in: Biswas, A., Datta, S., Fine, J.P., Segal, M.R. (Eds.), Statistical Advances in the Biomedical

Sciences: Clinical Trials, Epidemiology, Survival Analysis, and Bioinformatics. John Wiley & Sons, Inc..

Wiley Series in Probability and Statistics, pp. 22–53.

Biswas, A., Bhattacharya, R., 2016. Response-adaptive designs for continuous treatment responses in

phase III clinical trials: A review. Statistical Methods in Medical Research 25, 81–100. doi:10.1177/

0962280212441424.

Biswas, A., Coad, D.S., 2005. A general multi-treatment adaptive design for multivariate responses. Sequen-

tial Analysis 24, 139–158.

Burnett, T., Mozgunov, P., Pallmann, P., Villar, S.S., Wheeler, G.M., Jaki, T., 2020. Adding flexibility to

clinical trial designs: an example-based guide to the practical use of adaptive designs. BMC medicine 18,

1–21.

Cheng, Y., Berry, D.A., 2007. Optimal adaptive randomized designs for clinical trials. Biometrika 94, 673–

689. URL: http://biomet.oxfordjournals.org/content/94/3/673.abstract, doi:10.1093/biomet/

asm049, arXiv:http://biomet.oxfordjournals.org/content/94/3/673.full.pdf+html.

Cheung, Y.K., Inoue, L.Y.T., Wathen, J.K., Thall, P.F., 2006. Continuous Bayesian adaptive randomization

based on event times with covariates. Statistics in Medicine 25, 55–70.

Chick, S., Forster, M., Pertile, P., 2017. A Bayesian decision theoretic model of sequential experimentation

with delayed response. Journal of the Royal Statistical Society: Series B (Statistical Methodology) 79,

1439–1462.

Chick, S.E., Gans, N., Yapar, O., 2020. Bayesian sequential learning for clinical trials of multiple correlated

medical interventions. INSEAD Working Paper No. 2020/40/TOM/ACGRE doi:http://dx.doi.org/10.

2139/ssrn.3184758.

Dallow, N., Best, N., Montague, T.H., 2018. Better decision making in drug development through adoption

of formal prior elicitation. Pharmaceutical statistics 17, 301–316.

27

http://dx.doi.org/10.1177/0008068319960107
http://dx.doi.org/10.1177/0962280212441424
http://dx.doi.org/10.1177/0962280212441424
http://biomet.oxfordjournals.org/content/94/3/673.abstract
http://dx.doi.org/10.1093/biomet/asm049
http://dx.doi.org/10.1093/biomet/asm049
http://arxiv.org/abs/http://biomet.oxfordjournals.org/content/94/3/673.full.pdf+html
http://dx.doi.org/http://dx.doi.org/10.2139/ssrn.3184758
http://dx.doi.org/http://dx.doi.org/10.2139/ssrn.3184758


Donahue, E., Sabo, R.T., 2021. A natural lead-in approach to response-adaptive allo-

cation for continuous outcomes. Pharmaceutical Statistics 20, 563–572. URL: https:

//onlinelibrary.wiley.com/doi/abs/10.1002/pst.2094, doi:https://doi.org/10.1002/pst.2094,

arXiv:https://onlinelibrary.wiley.com/doi/pdf/10.1002/pst.2094.

Eick, S.G., 1988a. Gittins procedures for bandits with delayed responses. Journal of the Royal Statistical

Society: Series B (Methodological) 50, 125–132. URL: http://www.jstor.org/stable/2345815.

Eick, S.G., 1988b. The two-armed bandit with delayed responses. The Annals of Statistics 16, 254–264.

Facey, K.M., 1992. A sequential procedure for a phase II efficacy trial in hypercholesterolemia. Controlled

Clinical Trials 13, 122–133.

Flight, L., Julious, S.A., Goodacre, S., 2017. Can emergency medicine research benefit from adap-

tive design clinical trials? Emergency medicine journal 34, 243–248. doi:https://doi.org/10.1136/

emermed-2016-206046.

Hampson, L.V., Jennison, C., 2013. Group sequential tests for delayed responses (with discussion). Journal

of the Royal Statistical Society: Series B (Statistical Methodology) 75, 3–54.

Hardwick, J., Oehmke, R., Stout, Q.F., 2006. New adaptive designs for delayed response models. Journal of

Statistical Planning and Inference 136, 1940–1955.

Hu, F., Zhang, L.X., Cheung, S.H., Chan, W.S., 2008. Doubly adaptive biased coin de-

signs with delayed responses. Canadian Journal of Statistics 36, 541–559. URL: https:

//onlinelibrary.wiley.com/doi/abs/10.1002/cjs.5550360404, doi:10.1002/cjs.5550360404,

arXiv:https://onlinelibrary.wiley.com/doi/pdf/10.1002/cjs.5550360404.

Hurvitz, S.A., Martin, M., Symmans, W.F., Jung, K.H., Huang, C.S., Thompson, A.M., Harbeck, N., Valero,

V., Stroyakovskiy, D., Wildiers, H., Campone, M., Boileau, J.F., Beckmann, M., Afenjar, K., Fresco, R.,

Helms, H.J., Xu, J.X., Lin, Y.G., Sparano, J., Slamon, D., 2018. Neoadjuvant trastuzumab, pertuzumab,

and chemotherapy versus trastuzumab emtansine plus pertuzumab in patients with HER2-positive breast

cancer (KRISTINE): a randomised, open-label, multicentre, phase 3 trial. The Lancet Oncology 19,

115–126.

Ivanova, A., Rosenberger, W.F., 2000. A comparison of urn designs for randomized clinical trials of k >

2 treatments. Journal of Biopharmaceutical Statistics 10, 93–107. URL: https://doi.org/10.1081/

BIP-100101016, doi:10.1081/BIP-100101016, arXiv:https://doi.org/10.1081/BIP-100101016.

Jacko, P., 2019a. BinaryBandit: An Efficient Julia Package for Optimization and Evaluation of the Finite-

Horizon Bandit Problem with Binary Responses. Working Paper 4. Lancaster University Management

School.

Jacko, P., 2019b. The Finite-Horizon Two-Armed Bandit Problem with Binary Responses: A Multidis-

ciplinary Survey of the History, State of the Art, and Myths. Working Paper. Lancaster University

Management School.

28

https://onlinelibrary.wiley.com/doi/abs/10.1002/pst.2094
https://onlinelibrary.wiley.com/doi/abs/10.1002/pst.2094
http://dx.doi.org/https://doi.org/10.1002/pst.2094
http://arxiv.org/abs/https://onlinelibrary.wiley.com/doi/pdf/10.1002/pst.2094
http://www.jstor.org/stable/2345815
http://dx.doi.org/https://doi.org/10.1136/emermed-2016-206046
http://dx.doi.org/https://doi.org/10.1136/emermed-2016-206046
https://onlinelibrary.wiley.com/doi/abs/10.1002/cjs.5550360404
https://onlinelibrary.wiley.com/doi/abs/10.1002/cjs.5550360404
http://dx.doi.org/10.1002/cjs.5550360404
http://arxiv.org/abs/https://onlinelibrary.wiley.com/doi/pdf/10.1002/cjs.5550360404
https://doi.org/10.1081/BIP-100101016
https://doi.org/10.1081/BIP-100101016
http://dx.doi.org/10.1081/BIP-100101016
http://arxiv.org/abs/https://doi.org/10.1081/BIP-100101016


Kaibel, C., Biemann, T., 2021. Rethinking the gold standard with multi-armed bandits:

Machine learning allocation algorithms for experiments. Organizational Research Methods

24, 78–103. URL: https://doi.org/10.1177/1094428119854153, doi:10.1177/1094428119854153,

arXiv:https://doi.org/10.1177/1094428119854153.

Langenberg, P., Srinivasan, R., 1981. On the Colton model for clinical trials with delayed observations —

Normally-distributed responses. Biometrics 37, 143–148. URL: http://www.jstor.org/stable/2530530.

Langenberg, P., Srinivasan, R., 1982. On the Colton model for clinical trials with delayed observations —

Dichotomous responses. Biometrical Journal 24, 287–296.

Magirr, D., 2011. Block response-adaptive randomization in clinical trials with binary endpoints. Pharma-

ceutical Statistics 10, 341–346.

Mozgunov, P., Jaki, T., 2020. An information theoretic approach for selecting arms in clinical trials. Journal

of the Royal Statistical Society: Series B (Statistical Methodology) 82, 1223–1247. URL: https://

rss.onlinelibrary.wiley.com/doi/abs/10.1111/rssb.12391, doi:https://doi.org/10.1111/rssb.

12391, arXiv:https://rss.onlinelibrary.wiley.com/doi/pdf/10.1111/rssb.12391.

Muir, K.W., Ford, G.A., Messow, C.M., Ford, I., Murray, A., Clifton, A., Brown, M.M., Madi-

gan, J., Lenthall, R., Robertson, F., Dixit, A., Cloud, G.C., Wardlaw, J., Freeman, J., White, P.,

2017. Endovascular therapy for acute ischaemic stroke: the pragmatic ischaemic stroke thrombec-

tomy evaluation (PISTE) randomised, controlled trial. Journal of Neurology, Neurosurgery & Psy-

chiatry 88, 38–44. URL: https://jnnp.bmj.com/content/88/1/38, doi:10.1136/jnnp-2016-314117,

arXiv:https://jnnp.bmj.com/content/88/1/38.full.pdf.

Ovbiagele, B., Lyden, P.D., Saver, J.L., 2010. Disability status at 1 month is a reliable proxy for final

ischemic stroke outcome. Neurology 75, 688–692. doi:10.1212/WNL.0b013e3181eee426.

Pallmann, P., Bedding, A.W., Choodari-Oskooei, B., Dimairo, M., Flight, L., Hampson, L.V., Holmes, J.,

Mander, A.P., Sydes, M.R., Villar, S.S., Wason, J.M.S., Weir, C.J., Wheeler, G.M., Yap, C., Jaki, T.,

2018. Adaptive designs in clinical trials: Why use them, and how to run and report them. BMC Medicine

16, 29.

Pertile, P., Forster, M., Torre, D.L., 2014. Optimal Bayesian sequential sampling rules for the economic

evaluation of health technologies. Journal of the Royal Statistical Society: Series A (Statistics in Society)

177, 419–438. URL: https://rss.onlinelibrary.wiley.com/doi/abs/10.1111/rssa.12025, doi:10.

1111/rssa.12025, arXiv:https://rss.onlinelibrary.wiley.com/doi/pdf/10.1111/rssa.12025.

Pocock, S.J., 1983. Clinical Trials: A Practical Approach. John Wiley & Sons.

Robertson, D.S., Lee, K.M., Lopez-Kolkovska, B.C., Villar, S.S., 2020. Response-adaptive randomization in

clinical trials: from myths to practical considerations. arXiv:2005.00564.

Robinson, D., 1983. A comparison of sequential treatment allocation rules. Biometrika 70, 492–495.

Rosenberger, W.F., 1999. Randomized play-the-winner clinical trials: Review and recommendations. Con-

trolled Clinical Trials 20, 328–342.

29

https://doi.org/10.1177/1094428119854153
http://dx.doi.org/10.1177/1094428119854153
http://arxiv.org/abs/https://doi.org/10.1177/1094428119854153
http://www.jstor.org/stable/2530530
https://rss.onlinelibrary.wiley.com/doi/abs/10.1111/rssb.12391
https://rss.onlinelibrary.wiley.com/doi/abs/10.1111/rssb.12391
http://dx.doi.org/https://doi.org/10.1111/rssb.12391
http://dx.doi.org/https://doi.org/10.1111/rssb.12391
http://arxiv.org/abs/https://rss.onlinelibrary.wiley.com/doi/pdf/10.1111/rssb.12391
https://jnnp.bmj.com/content/88/1/38
http://dx.doi.org/10.1136/jnnp-2016-314117
http://arxiv.org/abs/https://jnnp.bmj.com/content/88/1/38.full.pdf
http://dx.doi.org/10.1212/WNL.0b013e3181eee426
https://rss.onlinelibrary.wiley.com/doi/abs/10.1111/rssa.12025
http://dx.doi.org/10.1111/rssa.12025
http://dx.doi.org/10.1111/rssa.12025
http://arxiv.org/abs/https://rss.onlinelibrary.wiley.com/doi/pdf/10.1111/rssa.12025
http://arxiv.org/abs/2005.00564


Rosenberger, W.F., Lachin, J., 2016. Randomization in Clinical Trials: Theory and Practice. second ed.,

John Wiley & Sons.

Rosenberger, W.F., Sverdlov, O., Hu, F., 2012. Adaptive randomization for clinical trials. Journal of

Biopharmaceutical Statistics 22, 719–736. URL: https://doi.org/10.1080/10543406.2012.676535,

doi:10.1080/10543406.2012.676535.

Royston, P., Altman, D.G., Sauerbrei, W., 2006. Dichotomizing continuous predictors in multiple regression:

a bad idea. Statistics in Medicine 25, 127–141. URL: http:https://doi.org/10.1002/sim.2331, doi:10.

1002/sim.2331.

Shrestha, S., Jain, S., 2021. A Bayesian-bandit adaptive design for N-of-1 clinical trials. Statistics

in Medicine URL: https://onlinelibrary.wiley.com/doi/abs/10.1002/sim.8873, doi:https://doi.

org/10.1002/sim.8873, arXiv:https://onlinelibrary.wiley.com/doi/pdf/10.1002/sim.8873.

Simon, R., 1977. Adaptive treatment assignment methods and clinical trials. Biometrics 33, 743–749. URL:

http://www.jstor.org/stable/2529473.

Smith, A.L., Villar, S.S., 2018. Bayesian adaptive bandit-based designs using the Gittins in-

dex for multi-armed trials with normally distributed endpoints. Journal of Applied Statistics 45,

1052–1076. URL: https://doi.org/10.1080/02664763.2017.1342780, doi:10.1080/02664763.2017.

1342780, arXiv:https://doi.org/10.1080/02664763.2017.1342780.

Sully, B.G., Julious, S.A., Nicholl, J., 2013. A reinvestigation of recruitment to randomised, controlled,

multicenter trials: A review of trials funded by two UK funding agencies. Trials 14, 166.

Sutton, R.S., 1996. Generalization in reinforcement learning: Successful examples using sparse coarse coding.

Advances in Neural Information Processing Systems 8 , 1038–1044.

Sutton, R.S., Barto, A.G., 2018. Reinforcement Learning: An Introduction. second ed., MIT press, Cam-

bridge, MA.

Sverdlov, O., Ryeznik, Y., Wong, W.K., 2012. Doubly adaptive biased coin designs for balancing competing

objectives in time-to-event trials. Statistics and Its Interface 5, 401–413.

Tamura, R.N., Faries, D.E., Andersen, J.S., Heiligenstein, J.H., 1994. A case study of an adaptive clinical trial

in the treatment of out-patients with depressive disorder. Journal of the American Statistical Association

89, 768–776. URL: http://www.jstor.org/stable/2290902.

U.S. Food and Drug Administration, 2018. Adaptive designs for clinical trials of drugs and biologics: Draft

guidance for industry. https://www.fda.gov/media/78495/download.

Thompson, W.R., 1933. On the likelihood that one unknown probability exceeds another in view of the

evidence of two samples. Biometrika 25, 285–294.

Thrun, S., 1992a. The role of exploration in learning control, in: White, D., Sofge, D. (Eds.), Handbook for

Intelligent Control: Neural, Fuzzy and Adaptive Approaches. Van Nostrand Reinhold, Florence, Kentucky

41022.

30

https://doi.org/10.1080/10543406.2012.676535
http://dx.doi.org/10.1080/10543406.2012.676535
http:https://doi.org/10.1002/sim.2331
http://dx.doi.org/10.1002/sim.2331
http://dx.doi.org/10.1002/sim.2331
https://onlinelibrary.wiley.com/doi/abs/10.1002/sim.8873
http://dx.doi.org/https://doi.org/10.1002/sim.8873
http://dx.doi.org/https://doi.org/10.1002/sim.8873
http://arxiv.org/abs/https://onlinelibrary.wiley.com/doi/pdf/10.1002/sim.8873
http://www.jstor.org/stable/2529473
https://doi.org/10.1080/02664763.2017.1342780
http://dx.doi.org/10.1080/02664763.2017.1342780
http://dx.doi.org/10.1080/02664763.2017.1342780
http://arxiv.org/abs/https://doi.org/10.1080/02664763.2017.1342780
http://www.jstor.org/stable/2290902
https://www.fda.gov/media/78495/download


Thrun, S.B., 1992b. Efficient Exploration In Reinforcement Learning. Technical Report CMU-CS-92-102

265. Carnegie-Mellon University. Pittsburgh, Pennsylvania.

Upton, G.J.G., Lee, R.D., 1976. The importance of the patient horizon in the sequential analysis of binomial

clinical trials. Biometrika 63, 335–342. URL: http://www.jstor.org/stable/2335628.

Upton, G.J.G., Lee, R.D., 1981. Discussion of ‘Randomized allocation of treatments in sequential experi-

ments’ (by J.A. Bather). Journal of the Royal Statistical Society: Series B (Methodological) 43, 291.

Villar, S.S., 2018. Bandit strategies evaluated in the context of clinical trials in rare life-threatening diseases.

Probability in the Engineering and Informational Science 32, 229–245.

Villar, S.S., Bowden, J., Wason, J., 2015a. Multi-armed bandit models for the optimal design of clinical

trials: Benefits and challenges. Statistical Science 30, 199–215.

Villar, S.S., Bowden, J., Wason, J., 2015b. Response-adaptive randomisation for multi-arm clinical trials

using the forward looking Gittins index rule. Biometrics 71, 969–978.

Villar, S.S., Bowden, J., Wason, J., 2018. Response-adaptive designs for binary responses: How to offer

patient benefit while being robust to time trends? Pharmaceutical Statistics 17, 182–197.

Villar, S.S., Rosenberger, W.F., 2018. Covariate-adjusted response-adaptive randomization for multi-arm

clinical trials using a modified forward looking Gittins index rule. Biometrics 74, 49–57. URL: http:

//dx.doi.org/10.1111/biom.12738, doi:10.1111/biom.12738.

Wang, J., 2021. Response-adaptive trial designs with accelerated Thompson sampling. Pharmaceutical Statis-

tics 20, 645–656. URL: https://onlinelibrary.wiley.com/doi/abs/10.1002/pst.2098, doi:https://

doi.org/10.1002/pst.2098, arXiv:https://onlinelibrary.wiley.com/doi/pdf/10.1002/pst.2098.

Wang, X., 2000. A bandit process with delayed responses. Statistics & Probability Letters 48, 303–307.

Wang, X., 2002. Asymptotic properties of bandit processes with geometric responses. Statistics & Probability

Letters 60, 211–217.

Wason, J.M.S., Brocklehurst, P., Yap, C., 2019. When to keep it simple — Adaptive designs are not always

useful. BMC Medicine 17, 1–7.

Watkins, C., 1989. Learning from delayed rewards. Ph.D. thesis. University of Cambridge.

Wei, L.J., Durham, S., 1978. The randomized play-the-winner rule in medical trials. Journal of the American

Statistical Association 73, 840–843.

Whitehead, J., 1993. Application of sequential methods to a phase III clinical trial in stroke. Drug Information

Journal 27, 733–740.

Williams, C.J., Wilson, K.J., Wilson, N., 2021. A comparison of prior elicitation aggregation using the

classical method and shelf. Journal of the Royal Statistical Society: Series A (Statistics in Society) 184,

920–940. URL: https://rss.onlinelibrary.wiley.com/doi/abs/10.1111/rssa.12691, doi:https://

doi.org/10.1111/rssa.12691.

31

http://www.jstor.org/stable/2335628
http://dx.doi.org/10.1111/biom.12738
http://dx.doi.org/10.1111/biom.12738
http://dx.doi.org/10.1111/biom.12738
https://onlinelibrary.wiley.com/doi/abs/10.1002/pst.2098
http://dx.doi.org/https://doi.org/10.1002/pst.2098
http://dx.doi.org/https://doi.org/10.1002/pst.2098
http://arxiv.org/abs/https://onlinelibrary.wiley.com/doi/pdf/10.1002/pst.2098
https://rss.onlinelibrary.wiley.com/doi/abs/10.1111/rssa.12691
http://dx.doi.org/https://doi.org/10.1111/rssa.12691
http://dx.doi.org/https://doi.org/10.1111/rssa.12691


Williamson, S.F., 2020. Bayesian Bandit Models for the Design of Clinical Trials. Ph.D. thesis. University

of Lancaster.

Williamson, S.F., Jacko, P., Villar, S.S., Jaki, T., 2017. A Bayesian adaptive design for clinical trials

in rare diseases. Computational Statistics and Data Analysis 113, 136 – 153. URL: http://www.

sciencedirect.com/science/article/pii/S0167947316302146, doi:http://dx.doi.org/10.1016/j.

csda.2016.09.006.

Williamson, S.F., Villar, S.S., 2020. A response-adaptive randomization procedure for multi-

armed clinical trials with normally distributed outcomes. Biometrics 76, 197–209. URL:

https://onlinelibrary.wiley.com/doi/abs/10.1111/biom.13119, doi:https://doi.org/10.1111/

biom.13119, arXiv:https://onlinelibrary.wiley.com/doi/pdf/10.1111/biom.13119.

Xu, J., Yin, G., 2014. Two-stage adaptive randomization for delayed response in clinical trials. Journal of

the Royal Statistical Society: Series C (Applied Statistics) 63, 559–578.

Zhang, L., Rosenberger, W.F., 2007. Response-adaptive randomization for survival trials: The parametric

approach. Journal of the Royal Statistical Society: Series C (Applied Statistics) 56, 153–165.

Zhang, Y., Trippa, L., Parmigiani, G., 2019. Frequentist operating characteristics of

Bayesian optimal designs via simulation. Statistics in Medicine 38, 4026–4039. URL:

https://onlinelibrary.wiley.com/doi/abs/10.1002/sim.8279, doi:10.1002/sim.8279,

arXiv:https://onlinelibrary.wiley.com/doi/pdf/10.1002/sim.8279.

32

http://www.sciencedirect.com/science/article/pii/S0167947316302146
http://www.sciencedirect.com/science/article/pii/S0167947316302146
http://dx.doi.org/http://dx.doi.org/10.1016/j.csda.2016.09.006
http://dx.doi.org/http://dx.doi.org/10.1016/j.csda.2016.09.006
https://onlinelibrary.wiley.com/doi/abs/10.1111/biom.13119
http://dx.doi.org/https://doi.org/10.1111/biom.13119
http://dx.doi.org/https://doi.org/10.1111/biom.13119
http://arxiv.org/abs/https://onlinelibrary.wiley.com/doi/pdf/10.1111/biom.13119
https://onlinelibrary.wiley.com/doi/abs/10.1002/sim.8279
http://dx.doi.org/10.1002/sim.8279
http://arxiv.org/abs/https://onlinelibrary.wiley.com/doi/pdf/10.1002/sim.8279


Appendix A. Appendix

Appendix A.1. Backward Recursion Algorithm for Generalised CRDP

The backward recursion algorithm from the theory of dynamic programming runs backward in time step

variable t, starting at the end of the time horizon, i.e. t = T , and decreasing to t = 0. At each time step t,

it runs through all of the joint states z = (sA, fA, sB , fB) reachable at that time step, i.e. those satisfying

sA + fA + sB + fB = t. Note that at time step t, we assume that t patients have been allocated using this

procedure and t outcomes have been observed. However, in the case of delayed responses with fixed delay

d, for example, we would only have observed t − d outcomes from patients allocated using this procedure,

and another d outcomes from patients allocated during the initial phase with equal fixed randomisation.

If t = T , there is no reward to receive from allocating patients because no more patients will arrive.

Thus, we only consider the penalties and, consequently, FT (z) = Q(z) for all z that sum to T .

For t = T −1 to t = 0, the value-to-go functions Ft satisfy the Bellman equation which allows them to be

expressed recursively as functions of Ft+1’s. Suppose now that z is such that sA+fA+ sB +fB = t. Denote

the unit vector of length four by ei, with the i-th element equal to 1. We decompose the time step into

three sub-steps: (1) pre-decision, i.e. before making the action choice when penalty-involving reward Q(z)

is incurred, (2) post-decision, i.e. after making the action choice, but before effectuating the randomisation,

and (3) post-allocation, i.e. after effectuating the randomisation resulting in a patient allocation, during

which a patient response is observed and the trial state is updated at the beginning of the next time step.

Proceeding backwards, we first define the post-allocation quantities of the value-to-go function. If treat-

ment A is allocated to the next patient, then the value-to-go function under an optimal policy is

FA
t (z) =

s̃A

s̃A + f̃A
· (1 + Ft+1(z + e1)) +

f̃A

s̃A + f̃A
· Ft+1(z + e2),

where s̃j = sj,0 + sj and f̃j = fj,0 + fj for treatment j represents the prior information and observed data

combined.

Alternatively, if treatment B is allocated to the next patient, then the value-to-go function under an

optimal policy is

FB
t (z) =

s̃B

s̃B + f̃B
· (1 + Ft+1(z + e3)) +

f̃B

s̃B + f̃B
· Ft+1(z + e4).

Second, we define the post-decision quantities of the value-to-go function. If action a = 1, then the

value-to-go function under an optimal policy is F1
t (z) = pA,t · FA

t (z) + (1− pA,t) · FB
t (z), and analogously

when action a = 2, that is, F2
t (z) = (1− pB,t) · FA

t (z) + pB,t · FB
t (z).

Finally, the pre-decision quantities of the value-to-go function are defined as

Ft(z) = Q(z) + max
{
F1

t (z), F2
t (z)

}
.

Thus, if F1
t (z) > F2

t (z), then it is optimal to employ action 1, and vice versa. If they are equal, then

both actions are optimal choices, and one would equally randomise between them to avoid any systematic

allocation bias.
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Appendix A.2. Simulation Results for DP With Delayed Responses

Figure A.8 presents performance measures for DP with fixed delay and Figure A.9 presents performance

measures for DP with random delay.

Similar patterns of results are observed for the DP procedure as for the CRDP procedure, but an increased

delay brings much higher benefits for statistical operating characteristics in the DP case. This is because

the baseline statistical performance of DP is very poor due to the lack of randomisation and constraining,

meaning a greater level of imbalance can occur (note that the scale of the bias and MSE plots for the DP is

much larger than that used for the corresponding CRDP plots).

Consider the fixed delay case in Figure A.8 with θB = 0.1. While the no delay case has a power around

0.17, a delay of d = 5 increases it to around 0.51 and a delay of d = 15 to 0.83. At the same time, the

percentage of patients on the superior treatment decreases from 94% to 91% and 86%, respectively. A delay

of around d = 22 introduces sufficient balancing effects (on average, at least 11 observations on each arm)

to bring DP to perform akin to CRDP in the no delay case (in which the degree of constraining penalises

end-of-trial states with ≤ 11 observations). When the delay is 25 (one third of the trial size), there is a

loss of approximately 15% in patient benefit relative to the value attained in the no delay case. However,

the percentage of patients on the superior treatment is still approximately 30% larger than with equal fixed

randomisation. In terms of the power, a delay of 25 increases it to around 0.93 (almost 80% greater than

when there is no delay), which is very close to the power obtained by equal fixed randomisation. Therefore, by

introducing a delay in response, although the DP procedure is now adapting based on reduced information,

it continues to allocate a considerably large percentage of patients to the superior treatment whilst achieving

a substantially improved power and bias/MSE over the no delay case.
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Figure A.8: Power/type I error, % of patients on the superior treatment, the average bias and MSE of the treatment effect
estimator for DP when n = 75, θA = 0.5 and θB ∈ (0.1, 0.9) for different fixed delay lengths (estimated over 100, 000
simulations).

35



0.2 0.4 0.6 0.8

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

θB

P
ow

er

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

Expected delay length

0
5
15
25
50
75
100

0.2 0.4 0.6 0.8

50
60

70
80

90
10

0

θB

%
 o

f p
at

ie
nt

s 
on

 s
up

er
io

r 
tr

ea
tm

en
t

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

Expected delay length

0
5
15
25
50
75
100

0.2 0.4 0.6 0.8

−
0.

20
−

0.
15

−
0.

10
−

0.
05

0.
00

0.
05

θB

B
ia

s

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●
●

●

●

●

●

●
●

●

●
●

●

●

●

●

●
●

●

● ●

●

●

●

●

● ●

●
● ●

●

●

●

●

● ●

●
● ●

●

●

●

●

● ●

Expected delay length

0
5
15
25
50
75
100

0.2 0.4 0.6 0.8

0.
02

0.
04

0.
06

0.
08

0.
10

0.
12

θB

M
S

E

●

●

●

●

●

●

●
● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●
●

●
●

●

●

●

●

●
●

●
●

●
●

●

Expected delay length

0
5
15
25
50
75
100

Figure A.9: Power/type I error, % of patients on the superior treatment, the average bias and MSE of the treatment effect
estimator for DP when n = 75, θA = 0.5 and θB ∈ (0.1, 0.9) for different expected delay lengths (estimated over 100,000
simulations).
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Appendix A.3. Simulation Results for DRPWR

Figure A.10 and Figure A.11 present performance measures for DRPWR with fixed delay and random

delay, respectively. Note that the performance of DRPWR is not symmetric about θB = 0.5 due to the

increased chance of observing a positive response as the success probability increases.
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Figure A.10: The changes in power (and type I error), % of patients on the superior treatment, the average bias and MSE of
the treatment effect estimator for the DRPWR when n = 75, θA = 0.5 and θB ∈ (0.1, 0.9) for different fixed delay lengths
(estimated over 100, 000 simulations).
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Figure A.11: Power/type I error, % of patients on the superior treatment, the average bias and MSE of the treatment effect
estimator for the DRPWR when n = 75, θA = 0.5 and θB ∈ (0.1, 0.9) for different expected delay lengths (estimated over
100, 000 simulations).
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Appendix A.4. Comparison of (CR)DP to DRPWR

Figure A.12 compares the performance of (CR)DP to the DRPWR in trials with a fixed delay and no

treatment difference.

The first plot in Figure A.12 illustrates the changes in type I error rates for the (CR)DP and DRPWR

as the delay increases. The type I error rate of (CR)DP appears to first increase and then decrease with

d because there are two opposing forces involved: conservatism of the Fisher’s exact test (especially for

small sample sizes) and increased error caused by the RAR. Recall that the desired significance level is 0.1.

However, under equal randomisation, Fisher’s exact test is not reaching that level due to the conservatism

of the test and the attained level is in fact 0.07 (represented by the red dashed line). As the delay length

increases, (CR)DP behaves similarly to equal randomisation and, thus, the type I error rate approaches the

attained significance level of 0.07 (which is why we observe a decrease). If the test was attaining the nominal

level of 0.1, then we would observe inflation of the type I error due to the RAR.

The type I error rates for the DRPWR are consistently smaller, albeit very slightly, than those for

(CR)DP (with delay) until around d = 60, after which they perform similarly. Since the treatments have

the same success rates, the percentage of patients allocated to either treatment behaves accordingly (close

to 50%) and the bias values lie within (−0.001, 0.001) irrespective of the procedure or delay length.
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Figure A.12: The changes in type I error, % of patients on the superior treatment and the average bias of the treatment effect
estimator for (CR)DP and DRPWR as the length of the fixed delay increases, when n = 75, θA = θB = 0.5 (estimated over
100, 000 simulations). NB: The black and red horizontal dashed lines represent the nominal (0.1) and attained (0.07) significance
levels, respectively.

Figure Figure A.13 compares the performance of (CR)DP to the DRPWR in trials with a random delay

and no treatment difference.

The first plot illustrates the changes in type I error rates for (CR)DP and DRPWR as the expected delay

increases. As in the fixed delay case, after an initial increase for (CR)DP, the type I error rate then decreases

gradually. In contrast, the type I error for DRPWR remains relatively constant.
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Figure A.13: The changes in type I error, % of patients on the superior treatment and the average bias of the treatment effect
estimator for (CR)DP and DRPWR as the expected delay length increases, when n = 75 and θA = θB = 0.5 (estimated over
100, 000 simulations).

Appendix A.5. Comparison of Fixed and Random Delays on (CR)DP

Here, we compare the performance measures of the (CR)DP with a fixed delay versus (CR)DP with a

random delay for a specific scenario in which θA = 0.5 and θB = 0.1. We have calibrated the random delays

so that we expect them to be the same length, on average, as the fixed delays. We use this comparison purely

for illustrative purposes to highlight the differences that can occur as a result of the delay being random

rather than fixed. Figure A.14 shows that there is a smaller power, more patients on the superior treatment

and a larger bias observed.
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Figure A.14: The changes in power, % of patients on the superior treatment and the average bias of the treatment effect
estimator for CRDP as the fixed/expected delay length increases, when n = 75, θA = 0.5 and θB = 0.1 (estimated over 100, 000
simulations).

It is interesting to note that for d = n, the percentage of patients on the superior treatment is 50% when

the delay is fixed, as expected, but closer to 70% for CRDP and 79% for DP if it is random (see the middle

plot in Figure A.14). This is because there will be some patients with a small (or no) delay, by random

chance, in which case the (CR)DP procedure still adapts relatively quickly and leads to a higher patient

benefit (see Figure A.15). Similarly for the bias, which is not converging to 0 as quickly as in the fixed delay

case.
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Moreover, when the (expected) delay is small (d = 0 and d = 5), we observe that the performance of

CRDP is similar regardless of whether the delay is fixed or random. However, for larger (expected) delays,

random delays affect the performance similarly to much shorter fixed delays, e.g. random d = 25 is akin to

fixed d = 15, random d = 50 is akin to fixed d = 25, and random d = 100 seems akin to fixed d = 35.
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Figure A.15: Histograms showing the distribution of 100, 000 simulations for the % of patients on the superior treatment when
the fixed/expected delay length is 75, n = 75, θA = 0.5 and θB = 0.1.
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Appendix A.6. Adjusting the Time Horizon of DP

Figure A.16 presents performance measures for DP (with time horizon T = n) and DP-TH (with time

horizon T = n−d). Figure A.17 illustrates the effect of changing the delay length d on the average allocation

probabilities when using DP with different time horizons.
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Figure A.16: Power/type I error, % of patients on the superior treatment, the average bias and MSE of the treatment effect
estimator for DP and DP-TH when n = 75, θA = 0.5 and θB ∈ (0.1, 0.9) for different delay lengths d (estimated over 1, 000, 000
simulations).
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Figure A.17: Probability of allocating a patient to the superior treatment when θA = 0.5 and θB = 0.9 in a trial of size n = 75
(estimated over 1, 000, 000 simulations). The black and red lines correspond to DP with time horizons T = n and T = n − d,
respectively.
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