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Introducing Changepoint Detection
• Changepoint detection aims to find the location in a time series where there is a

sudden change in parameter. By locating this changepoint (cpt) one can split
the data into a collection of segments which all have unique parameters to
describe them.

• This allows one to build a model, based off these segments, that much better
defines the data, rather than having a singular set of parameters for the whole
time series.

Figure 1: Graphs show examples of how parameters change given at changepoint loca-
tions: LHS - mean; RHS - trend [1].

• One approach to locate changepoints is to maximise the likelihood of the
model to the data, while introducing a penalty to limit the number of cpts
chosen, shown by the Penalised Likelihood Function [2]:

L(Mκ) = −2logmaxL(θκ) + pκϕ(n) (1)

Where L(Mκ) is the likelihood of a model with pκ parameters fitting the data, this is
also called the cost function (C). The parameters themselves are denoted as θκ and the
penalty term is introduced as ϕ(n).

Defining The Circular Model
• The examples in figure 1 finds changepoints in a linear time series; however, if

there are periodic patterns in the data then it can be beneficial to think of the
time axis as circular, repeating on that period.

• This can helpful as a deviated point may be considered as an outlier when it is
considered in isolation, however if repeated periodically then it is likely significant.

• A method developed by Li and Killick (2022+) is based off the Segment
Neighbourhood approach and is detailed below.

Segment Neighbourhood Search (SegN):
• This linear approach takes in a maximum number of changepoints (m) giving a

maximum number of segments (M = m+ 1).
• The algorithm then minimises the cost for 0, 1, ...,m changepoints using dynamic

programming, until an optimum solution is found.
• This finds the exact solution as once a cpt is found it is not restricted to that

location, meaning the solution converges on the global minimum.
• This can be implemented by minimizing the following function where τi is the

location of a changepoint [3]:

m∑
i=0

C(y(τi+1):τi+1
) (2)

The Circular Model
• This method is structured by wrapping the time axis on itself; so if the time series

is n points long with a period of T , then there will be n
T

data points at each time
location.

• By doing this even small deviations can be considered segments as there is now
more data to make them significant.

• The algorithm is based off SegN (equation 2) and simply takes x as a vector
instead of a singular point:

m∑
i=0

C(x(τi+1):τi+1
) (3)

Success of The Circular Model
• To quantify how successful this method is, a simulation was run by taking

normally distributed, periodic data with a constant variance of σ = 1 and a
varying mean (µ).

• Success is defined only if both changepoints are located at the correct place.

Figure 2: 100 simulations were run for normally distributed data for varying ∆µ, com-
paring linear and circular changepoint detection methods, with the results displayed.

• The linear method struggles to consistently find the correct cpt location, even
when means are clearly distinct and completely fails when the ∆µ = 1.

• However the circular method succeeds in finding the correct changepoints up
to and including ∆µ = 2 and still performs better than SegN for ∆µ = 1.

A Covid-19 Case Study
• Evidence suggests that there is a weekly periodicity in positive cases of Covid-19

in the UK, this is likely because testing reduces over the weekend.
• For this reason we expect to find changepoints on Fridays and Sundays [4].

Figure 3: LHS - Daily positive cases in England, RHS - Same data cleaned, with change-
points found by SegN

• The RHS of Figure 3 shows the changepoints found by SegN on the cleaned data,
clearly the linear method fails to locate the weekly changes.

• By conducting a Fast Fourier Transform on cleaned data, a periodicity of 7 days
was found, allowing the circular method to be used.

• Due to high variance in the data the method was applied to the segments found
using SegN with the results shown below.

Mon Tue Wed Thu Fri Sat Sun
2 2 1 3 5 3 7

Table 1: Location of changepoints found by Circular Model

• Despite not consistently finding the correct cpt location, Friday and Sunday are
the two most popular, found 43% of the time.

• This is a big improvement on SegN which finds no periodicity at all.
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