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and three in the vertical direction. Conservation of angular momen-
tum dictates that the tangential velocity of the orbiting molecules
is modulated at the radial betatron oscillation frequency as well.
The experimental data in the upper trace of Fig. 4 demonstrates
that a bunch of ammonia molecules with a velocity of 89 m s-1 can
still be identi®ed after it has made six round trips in the storage
ring. The observed gradual broadening and decrease in peak
intensity after each additional round trip is largely explained by
the above-mentioned spreading out of the package along the ring,
as substantiated by the results from Monte Carlo simulations,
shown in the lower trace of Fig. 4. Loss of molecules from the
storage ring by collisions with background gas can explain the
observed faster decay of signal at early times after the gas pulse,
when the background pressure is still rather high. Unwanted
transitions to states that are degenerate in zero ®eldÐanother
possible loss channel for the ringÐare avoided in the chosen
electric-®eld geometry.

The storage ring experimentally demonstrated here can generally
be used to con®ne dipolar molecules. The advantage of a storage
ring over a trap is that bunches of cold molecules in a ring can be
made to interact repeatedly, at well de®ned times and at distinct
locations, with electromagnetic ®elds and/or other particles. A
sectional version of the storage ring allows implementation of
®eld-free interaction regions and various out-coupling regions.
This yields unique opportunities for high-resolution molecular
spectroscopy as well as for a large variety of collision studies. By
incorporating a re-bunching element in the ring, the gradual
spreading out of the package that is observed now can be avoided
and the stored molecules can be con®ned to the same region in
phase-space for a time-period only limited by collisions with back-
ground gas. Different molecules can be stored simultaneously;
slowly overtaking or counter-propagating bunches can be stored
and used for collision studies. The excellent optical access to the
storage ring makes it feasible to use laser detection schemes to
accurately determine where the molecules are in the ring at each
given moment in time. If this is done in a non-intrusive manner, for
instance via two-level laser-induced ¯uorescence or by detecting the
change in refractive index when they pass through an optical cavity,
this information can be used to actively correct the trajectories of
individual molecules towards the ideal, circular orbit, thus increas-
ing the phase-space density of the stored molecules (stochastic
cooling8). It is important to note that in the ring, molecules in high-
®eld-seeking states can also be stored15; motional stabilization as
demonstrated here can also be used to stabilize orbits of particles
that, according to the Earnshaw theorem, cannot be trapped in a
static geometry. Whenever any cooling scheme on the stored
molecules is proved to work (stochastic cooling, evaporative cool-
ing, laser cooling on ro-vibrational transitions, cavity-mediated
cooling16), reloading of the ring will be possible. Such reloading
might be a viable way of achieving phase-space densities of stored
molecules that are suf®ciently high to permit experimental study of
molecular quantum-collective effects. M
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The low concentration of atmospheric CO2 inferred to have been
present during glacial periods is thought to have been partly
caused by an increased supply of iron-bearing dust to the ocean
surface1. This is supported by a recent model2 that attributes half
of the CO2 reduction during past glacial stages to iron-stimulated
uptake of CO2 by phytoplankton in the Southern Ocean. But
atmospheric dust ¯uxes to the Southern Ocean, even in glacial
periods, are thought to be relatively low and therefore it has been
proposed that Southern Ocean productivity might be in¯uenced
by iron deposited elsewhereÐfor example, in the Northern
Hemisphere3,4Ðwhich is then transported south via ocean circu-
lation (similar to the distal supply of iron to the equatorial Paci®c
Ocean5±7). Here we examine the timing of dust ¯uxes to the North
Atlantic Ocean, in relation to climate records from the Vostok ice
core in Antarctica around the time of the penultimate deglaciation
(about 130 kyr ago). Two main dust peaks occurred 155 kyr and
130 kyr ago, but neither was associated with the CO2 rise recorded
in the Vostok ice core. This mismatch, together with the low dust
¯ux supplied to the Southern Ocean, suggests that dust-mediated
iron fertilization of the Southern Ocean did not signi®cantly
in¯uence atmospheric CO2 at the termination of the penultimate
glaciation.

The Southern Ocean is a `high nutrient, low chlorophyll' (HNLC)
region; phosphate and nitrate concentrations are high at the ocean
surface yet its productivity is low. Recent experiments show that
arti®cial additions of iron to ocean patches signi®cantly enhance
primary productivity8, with consequent drawdown of surface water
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fCO2
: the water becomes a sink for atmospheric CO2. Hence, the

strength of the `biological pump' may in¯uence atmospheric CO2

concentrations. The Vostok (Antarctic) ice-core record shows that
towards the end of past glacial stages, the Southern Ocean region
warmed and atmospheric CO2 levels rose several thousand years
before the Northern Hemisphere ice sheets melted. Thus, this region
may greatly in¯uence and/or amplify climate change. A major
control on iron supply to HNLC regions is thought to be the ¯ux
of terrestrial dust1,2. A model2 of the ocean±atmosphere carbon
cycle, which predicts up to 40 p.p.m. CO2 drawdown in response to
increased Southern Ocean dust ¯ux during glacial stages, used a
modelled9 estimate of modern dust ¯ux of 14 mg cm-2 kyr-1 (a value
considered over-estimated9) and a Last Glacial Maximum (LGM)
value of 345 mg cm-2 kyr-1. Data on the present-day dust ¯ux to the
Southern Ocean, although sparse, are mutually consistent10±12 and
indicate much lower ¯uxes of 0.1±1 mg cm-2 kyr-1. At glacial times,
increased aridity and/or wind strength could have contributed to
higher Southern Ocean dust ¯uxes and thus to lower atmospheric
CO2 concentrations. The Vostok record indeed shows peak dust ¯ux
during glaciations, when atmospheric CO2 was depressed by about
80 p.p.m. (ref. 13). However, geological data indicate that these
increased glacial dust ¯uxes were small, and negligible compared
with detrital (non-aeolian) sediment accumulation rates in the

Southern Ocean. The Southern Ocean exhibits sedimentation
rates far greater than the atmospheric ¯ux, owing to bottom-
water transport of detritus. For Scotia Sea sediments, for example,
the aeolian contribution from the South American loess regions
(identi®ed isotopically as the principal source of Vostok's dust14) is
below the level of detection, even during glacial periods15. Similarly,
in cores from the southeast Indian Ocean to the Antarctic con-
tinental slope, aeolian particles account for less than 10% of the clay
minerals present16. An aeolian ¯ux 600 times greater than that
actually recorded in the Vostok ice core (,2 mg cm-2 kyr-1) would
be required to explain the lithogenic ¯ux at these sites during glacial
times16. Thus, the interpretation of lithogenic accumulation rates as
a proxy for Southern Ocean dust ¯ux17 seems to be invalid.
Similarly, dust concentration changes in the Vostok ice core
cannot be used to constrain model simulations of past dust
¯uxes2 because snow accumulation rates were lower during glacial
stages; hence dust ¯ux changes were much smaller than concentra-
tion changes9.

Given the low dust ¯uxes to this region, iron supply from
upwelling water seems to be a more signi®cant source, by at least
an order of magnitude3,4. Similar upwelled iron supply has been
identi®ed for the HNLC region of the equatorial Paci®c5±7. Thus, for
the Southern Ocean, upwelled iron and resultant productivity may
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Figure 1 The high-resolution foraminiferal (Globorotalia bulloides) oxygen isotope record

for piston core 82PCS01 (428 059 N 238 319 W, water depth 3,540 m). The chronology is

based on the indicated tie points between the measured data and the orbitally tuned deep

sea record of core RC11-120 (ref. 21). The oxygen isotope substages are marked on the

tie lines. The Vostok d18O (in air)13, measured with respect to Vienna Standard Mean

Ocean Water (VSMOW), is plotted using the GT4 timescale. For the 100±170 kyr period

represented by these records, the chronology is in excellent agreement with an

independent age model based on orbital tuning of both the marine and Vostok records to

tilt and precession cycles22.

© 2001 Macmillan Magazines Ltd



letters to nature

178 NATURE | VOL 411 | 10 MAY 2001 | www.nature.com

re¯ect distal (that is, Northern Hemisphere), rather than Southern
Hemisphere, dust inputs. It has been suggested that iron from the
peri-Saharan region (the largest dust source in the world) may be
transported in southward ¯ow of the North Atlantic intermediate/
deep water to the circumpolar region, on a timescale of approxi-
mately 100 yr (refs 3, 4). This hypothesis suggests that the pattern of
Northern, rather than Southern, Hemisphere dust ¯ux may match
more closely the pattern and timing of CO2 variations recorded by
the Vostok ice core.

Here we test this hypothesis by high-resolution oxygen isotope,
magnetic and elemental analysis of a deep-sea sediment record,
core 82PCS01, from the abyssal plain northeast of the Azores.
Sedimentation at this site has been continuous and undisturbed
from oxygen isotope stage (OIS) 8 to the present day18. The core site
lies above the lysocline, precluding carbonate dissolution, and
underlies the present northern margin of the Bermuda±Azores
high-pressure system, around which African dust can be trans-
ported northwards in the summer19. Upon sinking, possible com-
plexation or dissolution20, iron may become entrained within
southward-¯owing Atlantic intermediate/deep water. We obtained
an age model for the core via oxygen isotope analysis of the
planktonic foraminifer, Globorotalia bulloides, correlating the data
with the chronostratigraphy of ref. 21. We measured the magnetic
remanence acquired at high applied magnetic ®elds (the HIRM) of
the sediments, as a proxy for iron. Additional analyses on subsets of
samples included carbonate content, elemental iron and dry bulk
density. From these data, we calculated sedimentation rates and
¯uxes of iron and dust.

Figure 1 shows the oxygen isotope data for core 82PCS01, with
the chronology based on tie points to the high-resolution
chronostratigraphy21. Also shown in Fig. 1 is the Vostok d18O (in
air) record13. Both these chronologies agree strongly (to within
1 kyr) with the one newly derived by tuning the benthic marine d18O
record (and the Vostok air d18O record) to tilt and precession
cycles22. Figure 2 shows the d18O and HIRM data for core 82PCS01,
for the time interval 100±170 kyr ago. For comparison, terrigenous
percentage data are also shown for another, more southerly core in
the eastern Atlantic. core 82PCS01 appears to record a representa-
tive (but much higher resolution) signal of dust input over at least a
regional scale. For glacial stage 6, core 82PCS01 displays two peaks
in HIRM, at approximately 130 kyr and ,155 kyr ago. For the
succeeding interglacial stage, from about 125 kyr to 100 kyr ago,
HIRM values are low and less variable. These high-resolution
data amplify those reported23 for gravity cores in this area.
Goethite, a signi®cant component of soils within the semi-arid
zone, has been identi®ed as the major contributor to the HIRM
of these sediments23. Given the saturation remanence of
goethite24 (,0.05 A m2 kg-1), our carbonate-free HIRM values
�7±44 3 10 2 4 A m2 kg 2 1) indicate goethite concentrations in the
dust component of the sediment of 1.4±8.8%. HIRM values (for
every sample) and independently determined iron (in wt%, deter-
mined for a subset of samples) are directly and strongly correlated
(R2 � 0:83). Thus, rapid, non-destructive HIRM measurements
appear to be a robust proxy for aeolian, elemental iron concentra-
tions in these North Atlantic sediments. It should be noted that our
North Atlantic record shows particulate iron deposition through
time, rather than dissolved iron. The relationship between iron-
bearing dust ¯ux and dissolved iron concentrations in deep water is
unknown, but dust-sourced increases in deep-water iron would
imply increased concentrations of organic ligands capable of com-
plexing the iron to maintain solubility20.

Figure 3a shows the calculated dust ¯uxes for core 82PCS01, for the
period spanning glacial stage 6, Termination II and interglacial stage
5. Dust ¯ux was 3±5 times higher during two intervals: about 155 kyr
ago (,5 g cm-2 kyr-1) and about 130 kyr ago (,3 g cm-2 kyr-1).
During interglacial stage 5 (from ,130 kyr ago on), dust ¯uxes
decreased rapidly before steadying at about 1 g cm-2 kyr-1. For

comparison, estimates of modern ¯uxes9 for the northeast equator-
ial Atlantic mostly range from 0.2±3 g cm-2 kyr-1, with (depending
on latitude) a one- to four-fold increase in dust ¯ux at the Last
Glacial Maximum.

The oxygen isotope records from 82PCS01 and Vostok are in
excellent agreement (Fig. 1 and Fig. 3d and e). At Termination II, the
rise in d18O (in air) at Vostok lags the North Atlantic rise by about
2 kyr; this delay is attributable to the Dole effect22. The major, ®ve-
fold increase in our North Atlantic dust ¯ux is thus virtually
synchronous with peak A in the Vostok dust concentration record
(Fig. 3c). However, at its peak, the Vostok dust ¯ux is about 2,500
times smaller than our North Atlantic ¯ux (,2 mg cm-2 kyr-1

compared with 5 g cm-2 kyr-1). In global climate terms, this large
rise and fall in North Atlantic dust (and iron) ¯ux occurred entirely
within OIS 6, with little apparent variation in either atmospheric
CO2 or oxygen isotope values (Fig. 3d±g). North Atlantic dust ¯ux
then declined, substantially earlier (by ,7,000 yr) than the onset of
the CO2 rise at Vostok. The second dust ¯ux event in core 82PCS01,
centred on about 130 kyr ago, may have provided a signi®cant, later
supply of iron to drive Southern Ocean productivity, when South-
ern Hemisphere dust ¯ux had diminished to near-zero. However, as
shown in Fig. 3, this subsidiary peak in dust ¯ux signi®cantly post-
dates (by ,7,000 years) the onset of the CO2 rise. Rather than being
associated with draw-down of CO2 and maintenance of glacial
conditions, the peak of this later event coincides with a marked, 1½
shift in deep-sea oxygen isotope values (Fig. 3d), indicating either
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warming North Atlantic sea surface temperatures25 and/or melting
of the Northern Hemisphere ice sheets.

Thus, although ¯uxes of Northern Hemisphere dust may con-
stitute an alternative, higher-magnitude supply of iron to the
Southern Ocean, they seem to bear no causal relationship with
either changes in Southern Ocean temperature or atmospheric CO2,
as recorded at Vostok around Termination II. These dataÐthe
evidence of very low dust ¯uxes to the Southern Ocean, and the
mismatch of timing between the Northern Hemisphere ¯ux
peaks and Southern Ocean climate changeÐthus do not

appear to support the suggested role of dust-mediated iron fertili-
zation in the Southern Ocean at and around the Termination II
boundary. M

Methods
From each 1-cm sample (sieved at 63 mm), 10±20 adult specimens (0.2±0.5 mg) of the
planktonic foraminifer, Globorotalia bulloides, were picked for oxygen isotope analysis.
These were reacted off-line with 102% orthophosphoric acid at 25 8C for 12 h; the evolved
CO2 was dried by passing through a cold trap at -90 8C and cryodistilled into gas sample
tubes. Isotopic analyses were performed on a VG SIRA series II dual-inlet isotope ratio
mass spectrometer. Oxygen isotopic compositions, with respect to the Vienna Pee-Dee
Belemnite (VPDB) standard, are accurate and precise to better than 0.1½. Analysis of
0.2-mg aliquots of the internal laboratory standard run at random with the foraminiferal
samples, at an average frequency of 1 in 4 samples, have a precision (1jn-1) of 60.06½
(n � 30). For magnetic analysis, the fraction of each sample less than 63 mm was dried and
packed into 10-cm3 plastic cylinders. Magnetic ®elds were generated using a pulse
magnetizer (up to 100 mT) and electromagnet (up to 1 T); magnetic remanences were
measured using a ¯uxgate magnetometer (sensitivity < 10 2 7 A m2). Carbonate content
was obtained by gasometry, and elemental iron content by X-ray ¯uorescence of sample
beads, fused with sodium lithoborate.

To calculate the iron ¯ux FFe, the following equation was used: FFe � rsrdbp, where ¯ux
is in units of g cm-2 kyr-1 and rs = sedimentation rate (cm kyr-1), rdb = dry bulk density
(g cm-3) and p is the weight fraction of iron.

From the age model, a sedimentation rate was calculated for each sediment depth.
Heavy sampling meant it was not possible to obtain a rdb value for every sample depth.
Density was estimated26 from the relationship between CaCO3 content and the measured
rdb of a subset of samples (14) spanning the CaCO3 range. For values of p, the weight
fraction of iron was estimated for every sample from the HIRM/elemental iron correlation.
Dust ¯ux was calculated from the p value, assuming an average iron abundance in mineral
aerosols of 3.5% (ref. 10).
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Stress changes in the crust due to an earthquake can hasten the
failure of neighbouring faults and induce earthquake sequences in
some cases1±5. The 1999 Hector Mine earthquake in southern
California (magnitude 7.1) occurred only 20 km from, and 7 years
after, the 1992 Landers earthquake (magnitude 7.3). This suggests
that the Hector Mine earthquake was triggered in some fashion by
the earlier event. But uncertainties in the slip distribution and
rock friction properties associated with the Landers earthquake
have led to widely varying estimates of both the magnitude and
sign of the resulting stress change that would be induced at the
location of the Hector Mine hypocentreÐwith estimates varying
from -1.4 bar (ref. 6) to +0.5 bar (ref. 7). More importantly,
coseismic stress changes alone cannot satisfactorily explain the
delay of 7 years between the two events. Here we present the
results of a three-dimensional viscoelastic model that simulates
stress transfer from the ductile lower crust and upper mantle to
the brittle upper crust in the 7 years following the Landers earth-
quake. Using viscoelastic parameters that can reproduce the
observed horizontal surface deformation following the Landers
earthquake, our calculations suggest that lower-crustal or upper-
mantle ¯ow can lead to postseismic stress increases of up to 1±
2 bar at the location of the Hector Mine hypocentre during this
time period, contributing to the eventual occurrence of the 1999
Hector Mine earthquake. These results attest to the importance of
considering viscoelastic processes in the assessment of seismic
hazard8±11.

Earthquake triggering relationships have typically been quanti-
®ed by changes in Coulomb stress occurring coseismically, Djf =
Dt + m9Djn, where Dt is the change in shear stress in the slip
direction of the receiver fault, Djn is the change in normal stress
(tension positive), and m9 is the apparent coef®cient of friction
incorporating the in¯uence of pore pressure. Numerous studies
have shown good correlations between calculated positive coseismic
stress changes and the locations of aftershocks1,2,12±15 as well as

triggering of moderate to large earthquakes2±5,16,17. For example, the
1933 Long Beach and 1952 Kern County earthquakes were calcu-
lated to have increased coseismic stress in the region of the 1971 San
Fernando earthquake, which in turn may have increased coseismic
stress at the sites of the 1987 Whittier Narrows and 1994 Northridge
events16.

A limitation of the coseismic stress models is that they only
consider elastic responses to fault slip, and thus cannot account for
delay times in the triggering process. One possible source for
postseismic stress changes is viscous relaxation. Previous analyses
have shown that viscous ¯ow in the lower crust or upper mantle
after a moderate or major earthquake can lead to signi®cant
increases in stress and strain in the seismogenic upper crust, causing
it eventually to become the main layer storing strains associated
with the original rupture8±11. Geodetic studies have revealed rapid
regional-scale changes in surface deformation following the Landers
earthquake18±22. Though a host of processesÐincluding fault-zone
collapse19, afterslip18,20 and poroelastic rebound23Ðmay in¯uence
postseismic surface deformation, viscous ¯ow in either the lower
crust24,25 or (predominantly) the upper mantle26 appears to best
explain the observed horizontal surface deformation following the
Landers earthquake. Although the viscous-upper-mantle model
does a better job of explaining the observed vertical surface
deformation26, the viscous-lower-crust model is more consistent
with petrological arguments that a felsic lower crust should be closer
to its melting point and therefore weaker than a ma®c upper
mantle27. We therefore consider both rheologies in our calculations
of postseismic stress changes.

The June 1992 Landers earthquake, moment magnitude Mw =
7.3, was part of an earthquake sequence that began with the
April 1992 Mw = 6.1 Joshua Tree preshock and continued with the
Mw = 6.2 Big Bear aftershock only a few hours after the Landers
rupture28 (Fig. 1). To investigate the in¯uence of viscous dissipation
following the Landers sequence, we developed a three-dimensional,
viscoelastic, ®nite-element model of a portion of the southern
California lithosphere (Fig. 2). Our model considers fault slip
associated with the Landers sequence in accordance with slip
distributions inferred by the combined inversion of strong
motion, teleseismic motion and geodetic data29. Previous coseismic
analyses of the Landers earthquake approximated the complex
rupture surface by mapping slip distributions to three or four
linear fault segments1,2,6,7. Changes in Coulomb stress are, however,
sensitive to kinks and jumps in the slip distribution. This is
especially true for the Hector Mine hypocentre that is located
only 20 km from the region of maximum slip (5±6 m) during the
Landers earthquake, where rupture jumped from the Emerson to
the Homestead Valley segments28 (Fig. 1b). To achieve the best
possible accuracy of the calculated coseismic stress changes, we
therefore mapped the inferred Landers slip distribution onto fault
geometry dictated by observed surface breaks28 (Fig. 2c).

The reasonableness of our Landers slip model is demonstrated by
the good correspondence between the calculated coseismic Cou-
lomb stress increases and the observed aftershocks (Fig. 1). Speci-
®cally, the model predicts the location of aftershock clusters, which
are especially diagnostic of Landers stress changes as opposed to
more randomly distributed normal background seismicity. Of
particular interest in Fig. 1b is the region of calculated positive
coseismic stress change that extends to the northeast of Landers,
encompassing a cluster of aftershocks that occurred near the
subsequent Hector Mine epicentre. The occurrence of this after-
shock cluster implies crustal weakness near the subsequent Hector
Mine rupture site, suggesting that even though coseismic stress
changes were not suf®cient to trigger the Hector Mine earthquake,
the triggering threshold was probably close. Reasonable agreement
between our Coulomb stress results and aftershock locations is
achieved by assuming an apparent friction coef®cient in the range
0.2 , m9 , 0.6, with m9 = 0.4 for the example shown in Fig. 1. Our
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