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Abstract. We address the challenge of adaptation in open systems. §gen
tems are characterized by interactions among autonomaliheterogeneous
participants. In such systems, each participant is a lotaslaptation; nonethe-
less, a participant would typically have to interact withets in order to effect
an adaptation. Existing approaches for software adaptaltbonot readily apply
to such settings as they rely upon control-based abstrectio

We build upon recent work on modeling interaction ségial commitments. Our
contributions in this paper include (1) formalizing the inatof a participant’s
strategy for a goal not just in terms of goals and plans, &d al terms of the
commitments required, and (2) a conceptual model and framefor adaptation
built around this notion of strategy that allows using agbiy strategy selection
criteria—for example, trust. We illustrate our contritauits with examples from
the emergency services domain.

1 Introduction

One of principal challenges in software engineering is sufipg runtime adaptation in
software systems. In this paper, we address the challeragaptation iropen systems.
Open systems involve autonomous and heterogeneous panisiwho interact in order
to achieve their own respective goals [8]. Autonomy implieat no participant has
control over another; heterogeneity that the particigamisrnal constructions, not only
in terms of code but also in terms of goals and policies, magitierent. Additionally,

a participant will likely keep its internal constructioniyate to others. In this sense,
they are completely independent of each other.

Many of the applications that we rely upon today are open-ekample, banking,
foreign exchange transactions, trip planning. Trip plagnfor example, involves a cus-
tomer, a travel agency, airlines, credit card companiessaron—each an autonomous
entity with its own private goals and policies. The partégips interact with each other
in order to fulfill their respective goals.

Clearly, supporting adaptation in open systems is as vidueein any other kind of
system. In the trip planning application, the travel agemay book an alternate flight
for his customer in case the workers of the airline with whtod customer is currently
booked are likely to go on strike the day of the flight. Typigahowever, the travel
agent will not do that before interacting with the custonrad getting his approval for
the change. Neither is the customer’s approval guarantéedesuld prefer to arrive
a day early than two hours late. Thus, in adapting, the trageht must interact with
another autonomous entity—the customer. The point we egighere is twofold.



1. In open systems, each participant, being autonomous, iisdependent locus of
adaptation.

2. Nonetheless, in effecting an adaptation, a participaatls to interact with others
to achieve goals it cannot achieve by itself.

This paper addresses the challenge of understanding whetits for a participant
to adapt in open systems, and thus how one might design adaptitware that repre-
sents the participant. It emphasizes interaction amonticjpa@nts and the correspond-
ing social abstractions. By contrast, recent trends in software atiaptemphasize
centralized, control-based abstractions and largelyrigitgeraction. Our emphasis on
interaction is not a matter of technique—interaction is ivhakes things work in open
systems, and our approach reflects that reality.

From here on, we refer to a participant assgent. An important kind of agent—that
ties our work to software engineering—is a software systeai pursues the interests
of a particular stakeholder. Our contributions specificalie the following.

— A conceptual model for adaptation in open systems that egipéminteraction.

— The formalization of the notion of an agent’s strategy fobalgThe notion of strat-
egy covers interaction with other agents, and forms the comsemantic substrate
for adaptation across agents, whoever they may be designed b

— A framework for adaptation that allows plugging in arbiyfragent-specific criteria
in order toselect andoperationalize alternate strategies.

In previous work we proposedksign-time reasoning about the suitability of inter-
action protocols for a participant’s goals [5]. Here, suebuits constitute the baseline
of our framework for participanuntime adaptation in open systems.

The rest of the paper is organized as follows. Section 2 dittes a conceptual
model for adaptive agents in open systems. Section 3 peeaesdt of motivating ex-
amples of agent adaptation drawn from a firefighting scen8gotion 4 formalizes the
notion of a strategy. Section 5 explains the overall framé&Wor adaptive agents. It
presents an agent control loop and focuses on the selecithio@erationalization of
a strategy. Section 6 contrasts our model to existing aghex summarizes the key
points, and outlines future work.

2 Modeling Adaptive Agents in Open Systems

Section 2.1 recaps a conceptual model for agents in opeensgg4]. Section 2.2 then
describes the concepts involved in agent adaptation.

2.1 Agentsin Open Systems

Following Tropos [1], we model an agent as a goal-driventg(fiig. 1). An agent has
goals that reflect its own interests. An agent may have thahibity to achieve certain
goals; for others, he may have no such capability. A capgghdian abstraction for
specific plans that an agent may execute to achieve the gmalfdport those goals,
an agent may depend on other agents. Conceptually, theagbpito [4] goes beyond
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Fig. 1. Conceptual model for agents in open systems [4]

Tropos in that it makes these dependencies concrete anidlgwielifiable by explicitly
modeling interaction. In other words, the agent interadtb wthers (via messaging) to
realize those dependencies.

A distinguishing feature of [4] is that the interactions anedeled in terms of
commitments. A commitmentC(debtor, creditor, antecedent, consequent) is a promise
made by thelebtor to thecreditor that if theantecedent is brought about, theonsequent
will be brought about. For exampl€(customer, travel agency, tickets delivered, paid)
represents a commitment from the customer to the travelcygbat if the tickets are
delivered, then the payment will be made.

In open systems, an agent would have to interact with othrefs@ly on commit-
ments with them in order to support its goals. The agent ctirereplay the debtor
or the creditor in a commitment. In the above example, theooosr’s goal of hav-
ing tickets deliveredtickets delivered) is supported by the commitment he makes (by
sending the appropriate message, details in [4]) to thestragency. Alternatively,
the customer could request a commitment from the travel @géor tickets. If the
travel agency responds by creatii¢fravel agency, customer, paid, tickets delivered),
then the customer’s goal is supported (provided the custearebring about the pay-
ment). Roughly, supporting a goal means identifying a sgyatvhich will lead to the
fulfilment of such goal [4] at run-time, provided that theastigy is enacted faultlessly.
In principle, goals can be related to commitments and viegsajebecause both goals
and commitments (via the antecedent and consequent) talk atates of the world.

Itis well known that commitments abstract over traditiodecriptions of interac-
tions (such as message choreographies) in terms of dateoatlIcflow [17]. More
importantly, commitments support a standard of compliauitable for open systems:
an agent behaves in a compliant manner as long as it ful§ilsoinmitments.

Commitments are notably different from traditional Trog@al modeling:

— Commitments are a social abstraction better suited to opgterss than depen-
dencies. Commitments relate agents; they are created bigiegnd observable
messaging and hence are publicly verifiable (whether théy dvohave been dis-
charged) [14]. Dependencies relate agents, but are ndbtis@mmunication.

— Commitments decouple agents: to support a goal, in priacgi agent has only to
enter into the appropriate commitment relationships withther agent. The agent
need not care if the latter actually has the intention of edhg that goal. This
is possible since commitments are publicly verifiable, angtsocially binding.



By contrast, reasoning with dependencies assumes a ¢eedrperspective, where
traditional Al planning techniques can be exploited [2].

2.2 A Model for Agent Adaptation

Fig. 2 shows the concepts involved in agent adaptation amdeflations among them.
The figure helps answer the following questiovy should an agent adapt¥hen is
adaptation required®hat is the object of adaptation?
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Fig. 2. Conceptual model for agent adaptation

An agent acts on the basis of its motivational componentgiiget goalsit currently
wants to achieve. The reason for adaptation—whg—is that the current strategy for
achieving the current goals is inadequate or can be improved

Every agent maintains its own state irksowledge base, which is updated based
upon theevents the agent observes. An agent adagten a certain adaptatiotmigger
is activated. A trigger is a condition that is monitored folecor more target goals and
is specified over the knowledge base. Three types of triggesteown in Fig. 2; this list
of types is not meant to be exhaustive but rather illusteativthreat means that target
goals are at risk; aopportunity means that a better strategy may be adopteutjation
means that the current strategy has failed. Both threatppartunity relate to proactive
adaptation policies—the agent adapts to prevent failldgsontrast, violation triggers
are set off upon failures. Table 1 extends such triggers mithe specific trigger types.

The object of adaptation, that ishat to adapt to, represents the new strategy, tech-
nically avariant. When the trigger goes off, the variant is activated. Théavarepre-
sent the set ofjoals that need to be achieved in order to achieve the target ghaker
goals are supported either by the agecaisabilities or commitments. Additionally, the
variant is computed with respect to the agegtal model—for example, this ensures
that the set of goals to be achieved are sound with respectaiodgcomposition (this
notion is formalized later in Definition 3).

As explained above, the model in Fig. 1 motivates shpports relation. Fig. 2
exploits thesupportsrelation in the notion of variant. A variant is essentiallyadiection
of goals, commitments, and capabilities that are necessaypport the agent’s target
goals (Definition 4 formalizes this notion).



Type Description

Capability threat The capability (plan) for an active gealindermined
Commitment threat The fulfillment of a commitment from arethgent is at risk
Capability opportunity An alternative capability has be@more useful to exploit

Social opportunity A new agent is discovered with whom itéstér to interact
Commitment violation A commitment from another agent isker (timeout or cancellation)
Capability failure A capability was executed but failed

Quality violation An internal quality threshold is not met the agent

Table 1. Taxonomy of adaptation trigger types

3 Motivating Examples

We discuss examples of agent adaptation in a firefightingasment serves as the
running example throughout the rest of the paper.

Jim is a fire chief. His top goal is to extinguish fires. That goalynba achieved
either by using a fire hydrant or a tanker truck. The top pafiatiie 2 showsim’s goal
model in Tropos. Ticked goals are those for whigh has capabilities. The bottom part
of Table 2 lists the commitments used in Figures 3—6.

tanker service pipe /

paid - connected /.
fire reached v

by tanker truck e

Label Commitment

Ci1  C(Brigade 1, Jim, hydrant need notified, hydrant usage authorized)
Co C(Jim, Brigade 1, tanker service paid, tanker truck used)

Cs C(Tanker 1, Jim, tanker service paid, fire reached by tanker truck)
Cys  C(Tanker 2, Jim, tanker service paid, fire reached by tanker truck)

Table 2. Running example: Jim is a fire chief (top); commitments ingbenario (bottom)

Each of the Figures 3—6 depician’s active variant for the goal of having fires
extinguished before (on the left of the dark, solid arrow) after adaptation (on the
right of the arrow). The chorded circles are agents. A vardapicts the active part of
Jim’s goal model, that is, those goals in the goal modeliofthat he has instantiated,
and the capabilities and commitments requiredugport that goal. Commitments are
represented by labeled directed arrows between agentsdetiter and creditor are
indicated by the tail and the head of the arrow respectively.

We lack the space to explain the details of hoim’s fire extinguished goal is sup-
ported after adaptation in each example. The key point te séakay from these exam-



ples is thatlim’s set of active goals, the capabilities required, and hiaro@éments to
and from others change as a result of adaptation in resporsserte trigger.

Tactic 1 (Alternative goals) (Example 1) Choose a different set of goals in a goal
model to satisfy target goals. The agent believes the custeategy will not succeed.

Example 1. (Fig. 3)Jim tries to achievdire extinguished via a variant that relies upon
using the fire hydrant. However, the fulfilment 6f, which is necessary to support
the goal, is threatened becaw@ade 1 hasn’t authorized hydrant usage yet. %o
switches to another variant that suppdits extinguished via tanker truck used. To
supporttanker truck used, Jim makesCs to Brigade 1 and getsC3 from Tanker 1.
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Fig. 3. Alternative goals: Jim switches from a variant involvingefinydrant usage to another
involving tanker truck usage

Tactic 2 (Goal redundancy) (Example 2) Select a variant that includes redundant ways
for goal satisfaction. Useful for critical goals that theeagwants to achieve at any cost.

Example 2. (Fig. 4).Jim’s current strategy is to fight the fire via the hydrant. Howeve
C; is threatened. Sa@im adopts a strategy which involvesso calling a water tanker
truck. By contrast, Example 1 involves no redundancy.
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Fig. 4. Goal redundancy: Jim adopts a redundant variant, which\iescalso calling a tanker
truck



Tactic 3 (Commitment redundancy) (Example 3) More commitments for a goal are
taken. Useful if the agent does not trust some agent it iotenaith. Also, it applies
when a commitment from someone else is at risk due to thesding environment,
and a different commitment is more likely to succeed.

Example 3. (Fig. 5) Jim doesn't trustfanker 1 much forCs. Therefore, he decides to
get a similar commitment, from Tanker 2.

fire

fire

Fig. 5. Commitment redundancy: Jim gefs from Tanker 2

Tactic 4 (Switch debtor) (Example 4) Get a commitment for the same state of the
world but from a different debtor agent. Useful if the credibelieves the current debtor
will not respect its commitment or a more trustworthy deltomes into play. The
original debtor is released from his commitment.

Example 4. (Fig. 6).Jim takesC; from Tanker 1, but fears thatanker 1 will violate the
commitment. Thusjim releaseJanker 1 from C3 and instead get§, from Tanker 2.

fire
extinguished

Fig. 6. Switch debtor: Jim releases Tanker 1 fr@mand take<C, from Tanker 2

Tactic 5 (Division of labor) (Example 5) Rely on different agents for different goals
instead of relying on a single agent. Distribution of workesgls the risk of complete
failure.

Example 5. Supposdim wants to use both fire hydrant and a water tanker truck. Also,
supposrigade 1 acts as a water tanker provider. Thién could use the tanker service
from Brigade 1. However,Jim applies division of labor to minimize risk of failure: he
takesC; from Brigade 1 andC3 from Tanker 1.



Tactic 6 (Commitment delegation) (Example 6) An agent delegates a commitmentin
which he is debtor to another agent, perhaps because hduéit'it.

Example 6. Jim does not have resources to fight a fire. So he delegates hisitmem
to extinguish a fire to another fire chiebn of a neighboring town.

Tactic 7 (Commitment chaining) (Example 7) Agent’s commitmeniC(z, y, go, g1)
is supported if he can gé€l(z, z, g2, g1) from somez and if z supportsys.

Example 7. Jim wants to achieve goanker truck used. It makesC to Brigade 1 so
thattanker service paid is achieved. In such a way, it can dét from Tanker 1.

4 Formalization

We now formalize the notion of a variant. This formalizatisnnot specific to any
individual agent—it forms the common semantic substratsuwphich we later build a
comprehensive adaptation framework. We explain the fdmatibn by referring to the
examples introduced earlier.

Letg,q',9”, 91,92, ... be atomic propositions (atoms);q, r, . . . be generic propo-
sitions;z, y, z, . .. be variables for agents. Let,; be the agent under consideration. A
commitment is specified as a 4-ary relatidi{x, y, p, q). It represents a promise from a
debtor agent to the creditor agent for the consequentif the antecedent holds. Let
P be a set of commitments.

Commitments can be compared via a strength relation [6h Hgent commits for
something, it will also commit for something less. Also, ithwommit if he gets more
than expected in return. Such an intuition is captured \@ahnsitive closure op.

Definition 1. Given a set of commitmentB, P* is its transitive closure with respect
to the commitments strength relation [6].

LetP = {C(fireman, brigade, team assigned VV ambulance sent, fire fought A casu-
alties rescued) }. Then, for instanceC(fireman, brigade, team assigned \V ambulance
sent, fire fought) € P*, C(fireman, brigade, team assigned VV ambulance sent, casual-
ties rescued) € P*, C(fireman, brigade, team assigned, fire fought) € P*.

Definition 2. A goal model M, specifies an agemnt, as:

1. a set of AND/OR trees whose nodes are labeled with atoms;
2. abinary relation on atomscontrib;
3. abinary relation on atoms-contrib.

An AND/OR tree encodes the agent’s knowledge about how tieaelthe root
node. The nodes are the agent’s gogdeonitrib(g, ¢') represents positive contribution:
the achievement of also achieveg’. n-contrib(g,g’) is negative contribution: the
achievement of denies the achievement gf The top part of Table 2 is a goal model
for agentJim. M, has one AND/OR tree rooted by gofak extinguished. M jim
contains no contributions.

We introduce the predicateoped to capture a well-formedness intuition: a goal
cannot be instantiated unless its parent is, and if a goatsr is and-decomposed, all
the siblings of such a goal must also be instantiated.



Definition 3. A set of goalsG is scoped with respect to goal modeM;,, that is,
scoped(G, M) if and only if, for all go € G, either

1. go is aroot goal inM,4, or

2. exists a simple patfyo, g1, - . ., gn) in M,q such thay,, is a root goal inM,;,; and
Vi,0<i<n:
(@) gi €G,and
(b) if anddec(gi+1) (¢ # n), thenVg such thaparent(g;+1,9),9 € G

Example8. G; = {fire extinguished, fire hydrant used } is scoped with respect t# jim.
Indeed fire extinguished is a root goal, wheredage hydrant used is part of path(fire
hydrant used, fire extinguished).

A variant is an abstract agent strategy for the achievenfestroe goal. It consists
of a set of goalg; that the agent intends to achieve via a set of commitneraad a
set of capabilitieg. A variant is defined with respect to an agent’s goal modg);.

Definition 4. A triple |G, P,C| is a variant for a goay with respect to goal model
Mi,q, thatis,|G, P,C| Enm,, g ifand only if

1. scoped(G, M;q) andg € G, and
2. gis supportedfig’ € G : n-contrib(g’, g) € M,q, and either
(@ geC,or
(b) C(z,aa,9',9) € P*: |G, P,C|] Em,, g, 0OF
(c) C(x,y,9,9) € P*, or
(d) ordec(g), and either
i. 3¢’ : parent(g,g’) and|G,P,C| Em,, ¢, OF
i. C(z,a,4,9,q) €P*:qhF \/pm.ent(gm) giand|G,P,C| Em,, g, or
ii. Clz,y,p,¢)eP*:pk \/pm,ent(g,gi) 9i'
(e) anddec(g) andVy’ : parent(g,g’) and|G, P,C] Em,, ¢, Of
(f) p-contrib(g’,g) € Miq: |G, P,C] FEm,, 9

The goalsj thata;y intends to achieve should be scoped with respect to the goal
modelM;; (clause 1). Goay must be supported: there should be no negative contri-
butions tog from any goal inG and one clause among 2a-2f should hold (clause 2).

2a. capabilities support goals;

2b. a4 gets a commitment fay from some other agentif a;4 supports the antecedent;

2c. some agenjf brings abouy in order to get a commitment fgf from some other
agentz (possiblya;, itself);

2d. an or-decomposed gagals supported if either: there is some subggatuch that
|G, P,C] Em., ¢ (2(d)i), g is supported via commitment to (2(d)iii) or from
(2(d)ii) other agents. These two clauses cover the case afjant who commits
for a proposition that logically implies the disjunctionalf the goal children. For
instance, a commitment fgt \ go supports a goaj or-decomposedtg, V g, V gs;

2e. an and-decomposed goal is supporteédifP, C| is a variant for every children;

2f. positive contribution frony’ supporty if |G,P,C| Em,, -



Definition 5 generalizes the notion of variant to sets of goAlvariant for a goal
set should be a variant for each goal in the set.

Definition 5. Atriple |G, P,C] is a variant for a goal s&’ with respect to goal model
M,q, thatis|G, P.C| =m,, G, ifand only if, forallgin G’, |G, P.C| Em,, g-

Example9. G = {fire extinguished, tanker truck used, tanker service paid, fire reached
by tanker truck, pipe connected}, P = {C, = C(Jim, y, tanker service paid, fire extin-
guished), C, = C(z, Jim, tanker service paid, fire reached by tanker truck)}, C = {pipe
connected}. |G, P, C| [y, fire extinguished. Shown in the right side of Fig. 3.

Step 1.From Definition 3,G is scoped with respect t&1;,. Indeedfire extinguished
is a root goaltanker truck used is and-decomposed, all its subgoals arg jrand there
is a path from all goals i to fire extinguished.

Step 2.From Definition 4, we should check if is supported. Clause 2(d)i applies to
fire extinguished if |G, P,C| =y, tanker truck used.

Step 3.tanker truck used is and-decomposed intanker service paid, fire reached by
tanker truck, pipe connected; 2e tells to verify every subgoal.

Step 4.pipe connected is in C, therefore 2a applies.

Step 5.tanker service paid can be supported iim commits forC,, to some agent (2c).
Step 6.fire reached by tanker truck is supported if some agent commits 0y to Jim
(2b), given that the antecedeaatker service paid is supported.

5 A Framework for Adaptive Agents

The conceptual model we introduced in the previous sectiotie foundation to define
a framework for the development of adaptive agents. Firstsketch a generic control
loop for an adaptive agent in Algorithm 1. Then, we invesggegent adaptation poli-
cies for variant selection (Section 5.1) and variant openatization (Section 5.2).

Algorithm 1 An adaptive agenGENT is a generic agent control lOOpRIGGEREDIS
an event handler for adaptation triggers

AGENT()

1 while OBSERVHe)

2 doUPDATE(o,¢)

3

TRIGGEREN(goal[] G, goalModel M, stater)
1 variant[] V < GENVARIANTS(G, M)

2 variantV < SELVARIANT(V, o)

3 OPERATIONALIZE(V, 0)

Algorithm 1 shows the skeleton of an adaptive agent. Theq@oeAGENT sketches
the part of a generic agent control loop related to adaptatio agent observes an event
¢ from the environment, then it updates the current statéits knowledge base.

The procedureRIGGERED IS an event handler for adaptation triggers, which is
executed whenever some event sets off an adaptation triblgeinput parameters are
a set of target goal§, the agent’s goal modél1, and the state.



First, the agent generates all variabtdor the goalsG with respect to the goal
model M. FunctionGENVARIANTS is standard for any agent and is computed accord-
ing to Definitions 4 and 5. Second, the agent selects one oéiti@nts in). Such choice
depends on the agent’s internal policies. Section 5.1|defaiiant selection. A variant
V is an abstract strategy. It is a trigl§, P, C| composed of goal§, commitmentsP,
and capabilitie€. Neither commitments nor capabilities are grounded to iEB@EnNti-
ties. The agent should therefore operationalize the viexdiammitments must be bound
to actual agents, capabilities to real plans. Section 5s2rilees operationalization.

5.1 Variant selection

Variant selection is the choice of one variant among all teeegated ones. Function
SELVARIANT takes as input a set of variants and a state and returns dmesefvariants.

SELVARIANT : 2V x S —» V
SELVARIANT({V1,..., Vo ho)=V;:1<i<n

Table 3 shows some common criteria for variant selectiore @uits autonomy,
each agent s free to decide its own criterion.

Name Description

Cost Minimize the overall cost, expressed as money, neegaairces, time
Stability Minimize the distance between the current sgpatnd the new one
Softgoals Maximize the satisfaction of quality goals (periance, security, risk, ...)
Preference Choose preferred goals and commitments

Goal Redundancy Choose a redundant variant to achieveatigials
Table 3. Generic criteria for variant selection

Example 10. Table 4 specifies the functi®deLVARIANT for Fig. 4 as an Event-Condi-
tion-Action rule. We used such formalism to keep our explimmasimple. In practice
variant selection policies will be expressed via apprdpnlicy definition languages.
Such a function is based upon the goal redundancy tactictriggering event is that
commitmentC; is threatened. It applies if the target goatiis extinguished, commit-
mentsCs,, C3, C4 are not in placeJim adopted goafire hydrant used and nottanker
truck used. The action specifies the transition to the new varigint.adopts goatanker
truck used and its children, uses his capability f@ipe connected, gets commitment .,
and commits folC,.. C,, andC., from Example 9, are unbound.

Event Condition Action

adopt(tanker truck used),

adopt(tanker service paid),

adopt(fire reached by tanker truck),
adopt(pipe connected),
seCapability(pipe connected),

etC.), makeC,)

Table 4. Event-Condition-Action rule for variant selection withaoedundancy (Fig. 4)

target(fire extinguished),
—made(s),

threatened(;) |—-taken(Cs), —takenCa),
adopted(fire hydrant used)
—adopted(tanker truck use{j1




5.2 Variant operationalization

The OPERATIONALIZE function takes as input the selected variant and an ageatss s
and returns a set of states.

OPERATIONALIZE: V x § — 25
OPERATIONALIZE(|G, P,C|,0) = BINDTOPLAN (C); BINDAGENT(P)

Operationalization means identifying a concrete strategchieve goals and com-
mitments in a variant. Commitments are bound to real agem®AGENT), whereas
capabilities are bound to executable plagisiO PLAN). Let’s explain why such a func-
tion returns a set of states instead of a single one. Suppo&eselected variant in-
cludes finding some agent that will commit f6¢. Jim may send a request message for
C. to all known tanker providersFanker 1 andTanker 2—and get a commitment from
the first one that accepts.Tanker 1 answers first, the function returns a statevhere
Cs holds; if Tanker 2 answers first, the returned state will #gsuch thatC, holds.

With respect to Table 4, operationalization would be invbkeside useCapabil-
ity(pipe connected) to bind an appropriate plan to the capability, and ingiel€C.) and
make(C,) to bindz andy to the appropriate agents.

Table 5 shows some generic criteria an agent can exploit ambine to opera-
tionalize a variant.

Name Description

Comm Redundancy More commitments for the same goal froraréifit agents
Division of Labour Involve many agents, each agent comnoit@fsmall amount of work

Delegation Delegate some commitment where the agent isidh$omeone else
Trust The agent gets commitments only from other agentastgr
Reputation Rely on reputation in community to select agenisteract with

Table 5. Generic criteria for operationalization

Example 11. Let's operationalize the variant in Example I0n wants to delegate fire-
fighting with tanker truck to the agent he trusts more. He kantmo fire chiefsRon
andFrank. The one he trusts more Ron.

Step 1.Bind capabilities to planglim binds its capability fopipe connected to a spe-
cific plan where he connects a water pipe to the rear connettowater tanker truck.
Step 2.Bind commitments to agentdim delegate<, to Ron, but he doesn’t get any
response. Thus, he delegates such commitmematd, who accepts delegatiofrank
creates a commitment ®rigade 1 and notifieslim. Fig. 7 illustrates binding to agents.

Jim Ron Frank Brigade 1
Cal—Delegate(c,) &
C2 Delegate(C,)

d_C, Create(d_c2 Co,

inform(d_C2 d.Cz
)

Fig. 7. Bind commitments to agents: Jim delegafeson the basis of trust



6 Discussion and Conclusion

Zhang and Cheng [18] introduce a formal model for the behrafigelf-adaptive soft-
ware. They separate adaptation models from non-adaptatidels. Adaptation models
guide the transition from a source program to a target orleh&eet al. [13] propose a
model for adaptation changes based on activity theory. @kége a hierarchy for adap-
tation changes and match such concepts to a hierarchy fectnlgs. Both approaches
are inadequate for open systems: they presume an omnig@enon the system which
violates heterogeneity, and full control on system comptswhich violates autonomy.

Component-based approaches to adaptation [9, 10] assumetemnal controller
that adds, replaces, and rewires system components assagceghe controller af-
fects adaptations by reflecting upon the architectural rafdbe system. A centralized
controller-based approach is unrealistic in open systems.

Our approach includes several elements of adapting at théectural level, albeit
without any central controller, when one considers thatmitments are nothing but the
interconnections among agents [15]. Our motivating exasplay be seen as patterns
constituting aredaptation style [9] for the commitment-based architectural style.

The meaning that we ascribe to (an agent) beirtgnomousis different from being
autonomic [11]. A system isautonomic to the extent it can operate without supervision
from its operator—the operator retains ultimate contrabally speaking, the self-*
approaches refer to this notion of being autonomic.

Goal-oriented approaches for adaptation differ from trehigectural ones in their
emphasis on modeling the rationale for adaptation in a metailéd manner. How-
ever, the modus operandiremains similar. Either systera soidstrumented to support
adaptation [16] or a system is augmented with a controlknmims a monitor, diagnose,
adapt loop [7] . They are inadequate for open systems, diegeviolate heterogeneity.

Approaches for adaptive agents characterize adaptati@nrits of mentalistic no-
tions such as goals, beliefs, desires, and intentions. Gonants, on the other hand,
represent a social notion—they cannot be deduced from figictaotions, only from
publicly observable communication [14]. Morandaial. [12] give an operational ac-
count of goals so as to support adaptation in agents. Howlae&ing of commitments,
their approach is not applicable for open systems. Unityg 3] multiagent system cre-
ated for autonomic computing. In Unitgutonomic elements (agents) collaborate to
fulfill the system mission. Open systems, however, encompasipetitive settings as
well, and the agents may have no common goal.

In our framework, adaptation is conceived from the perspect one autonomous
agent which makes no assumptions about the internals of atients (preserving,
therefore, heterogeneity). An agent relies on interaatiith others to achieve its own
goals. Both the agent’s goals and its architectural comnmest—specified in terms of
commitments—are explicit and formally related to one aanth

This paper provides the underpinnings of agent adaptatiapen systems. Our
contribution lies in incorporating interaction as a firldss entity in the notion of a
variant for a goal. We built a framework around this notionao¥ariant that allows
plugging in agent-specific variant selection and operatiaation policies. Future work
involves detailing these policies, building a middlewarattunderstands the notion of
a variant, and building implementations of adaptive agentop of this middleware.
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