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Abstract— This study uses Natural Language Processing and 

Machine Learning techniques to understand the effect of the 

COVID-19 pandemic on mental wellbeing. We considered 

different user groups and locations in the USA to analyze the 

influence contrasting social factors, such as political stance, 

had on wellbeing. We measured the mental wellbeing of the 

social media users through understanding negative sentiment 

and mental health topic discussion in Twitter posts added by 

users from the top 10 Democrat and top 10 Republican 

cities in the USA. To measure the topic discussion, we used a 

mental health keyword list and developed machine learning 

models to classify the topic of a tweet. The primary findings 

include the similarity of the effect the pandemic had on 

Republican and Democrat cities when considering a timeline of 

tweets, whilst an increase in ‘Anxiety’ was discussed across 

different user groups and cities. Enforcement strategies had an 

influence on mental wellbeing with results differing for 

Republican and Democrat cities. An accurate text classifier 

was developed and used to categorize tweets into different 

mental health topics. The results showed how medical and 

unemployed users discussed topics like ‘anxiety’ and 

‘depression’ more than a control set of users. The best machine 

learning model was developed using a Decision Tree algorithm 

which achieved an accuracy of 87% on unseen data.

I. INTRODUCTION

    This study aims to understand how mental wellbeing has 
been impacted by COVID-19 and assess the influence of 
different social factors. Investigating the social factors builds 
a better understanding of how mental wellbeing may be 
impacted in the future in a similar scenario such as an 
epidemic. The social factors considered in this study are:  

• Political stance of users in a geo-location.

• Enforcement Strategy (State of Emergency,

Lockdown order, Mask advice, Mask requirement,

Phase 1 Re-opening, Phase 2 Re-opening, Phase 3

Re-opening).

• Employment Status (recently unemployed, medical

user, control user). The control users are users

selected without using a specific search term.

    Since we use Natural Language Processing (NLP), 
completing the study would become more complicated when 
working with tweets of different languages across different 
nations. To allow the comparison of different enforcement 
strategies in a common language, the USA was selected as 
the location. Enforcement was distinct across states and cities 
whilst 95% of the population speak English (USA Census 
Bureau [1]). Politically, the USA has two dominant political 
parties allowing for a simplified comparison of political 
influence.  
    The work is important for mental health in the USA as 
before and during COVID-19 mental illness within adults has 
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been increasing [2]. Reports show 70% of people stated 
‘isolation’ and ‘loneliness’ have impacted their mental 
health, a cause of some COVID-19 enforcement strategies. A 
2016 study comparing the USA with high-income countries 
showed emotional distress such as ‘anxiety’ was found in 
26% of participants, nearly 10% more than the UK at 17% 
[3]. The study also showed the USA had a consistently 
increasing suicide rate which was the highest of the 11 high-
income countries sampled. 
    The COVID-19 pandemic has had unprecedented effects 
on the global population. In the USA some control was 
delegated to states and cities allowing for discussion of 
enforcement strategies across locations. The same cities can 
be used to compare political stances on mental wellbeing 
based upon their voting records from the 2016 election. To 
consider the impact of COVID-19 generally on wellbeing, 
datasets from before the pandemic were collected as 
baselines. 
Different user groups were also found to compare 
employment status, with a control user group used for 
comparison. 
    It is important to consider positivity in the language used 
and the discussion of mental health topics for measuring well-
being. To measure positivity, sentiment analysis was used. 
For the discussion of mental health topics, a mental health 
keyword list was used initially before a machine learning 
classifier was built to improve accuracy and speed. For 
analysis, patterns were found and compared with external 
pandemic data such as COVID-19 case rates and 
unemployment rates. 
    The data-gathering stage considers large user groups and a 
wide range of data to find and acknowledge new patterns of 
mental wellbeing. We avoid finding data from small subsets 
of users to analyze the effect of the COVID-19 pandemic on 
a wider population. The development of a mental health topic 
classifier is used for finding topic discussion in this study and 
can be used in future work too. The findings and analysis of 
the research assess the effect of different social factors on 
mental wellbeing and can be used for future planning and 
decisions made by policymakers. In this work, we explore 
whether the political stance of a city influences the mental 
wellbeing of the population during a global pandemic using 
NLP and machine learning. We also explore how a global 
pandemic has affected the wellbeing of people using NLP and 
machine learning techniques. Through the use of NLP and 
Machine Learning, the study helps in understanding how 
different enforcement strategies have affected the wellbeing 
of a population during the global pandemic. Finally, we 
explore the different mental health topics discussed during 
the global pandemic to understand how people’s wellbeing 
has specifically been affected using NLP and a machine 
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learning classifier and how employment status affects 
people’s mental health during a pandemic. 

II. RELATED WORK

    Previous research related to COVID-19 by Low et al [4] 
investigated how users with different types of mental health 
problems were impacted as COVID-19 cases rose. They used 
pre-classified data (based on subreddits) which avoids 
finding out how mental health topic discussion has entered 
mainstream discussion, which we investigate in the study.  
    It was expected and has also been shown that the mental 
health impact of COVID-19 has led to increased uncertainty 
and potential symptoms of mental health conditions as shown 
by Pan et al. [5]. The study explored mental health symptoms 
through questionnaires during the pandemic which made it 
difficult to consider how mental health symptoms or 
wellbeing changed from pre-pandemic. Our study avoids 
using a questionnaire to gather data from previous years and 
consider the change in mental wellbeing during the 
pandemic. 
    Study [4] explored how sentiment analysis provides quick 
and useful insight when considering mental wellbeing using 
social media data, therefore in this study sentiment analysis 
was used. 

 Within the COVID-19 pandemic domain, Alamoodi et al 
[6] considered epidemics and COVID-19 in relation to
sentiment analysis. They highlighted the benefit of
information dissemination and public broadcasting in
reducing the spread of fake news and panic. The opinions and
broadcasts from high-status people such as Donald Trump,
therefore, are likely to affect the result data.
    When considering mental wellbeing, mental health is a 
major topic to consider. Cohan et al [7] explored Reddit posts 
from users identifying with a mental health condition against 
a control group to examine and identify the users with a 
mental health condition. The study used a keyword list of 
mental health conditions and terms which was used in our 
study to find tweets related to mental health within the 
datasets collected. This study avoids longer social media  text 
and looks at shorter text using Twitter data. Research by 
Coppersmith et al [8] and Jaidka et al [9] used Twitter data 
and highlighted the usefulness of Twitter as a data source. 
    Twitter data was also used by McClellan et al [10] as they 
monitored the trends of mental health topics. Their research 
found the volume of mental health tweets spiked around a 
behavioral health event or unexpected event. The spike would 
drop and return to a regular level after around two days. The 
COVID-19 pandemic was unexpected but has lasted a lot 
longer than two days therefore the pattern is expected to be 
different and worth analyzing in this study. 
    Our study aims to find mental health discussions without 
using search terms to analyze changes to mental health topic 
discussion at different points during the pandemic.  
    Using NLP, there has been difficulty classifying mental 
health topics. An example is with Fink et al [11] who had to 
separate disruptive terms from the dataset collection. This 
would be useful for the training of a classifier but would 
produce incorrect results in practice. Within the context of 

1 https://pypi.org/project/snscrape/  

2 https://spacy.io/  

COVID-19, the terms mentioned in [12] such as the ‘Great 
Depression’ are common due to the increased 
unemployment. This allowed us to find and consider 
exceptional cases when training the classifier and measuring 
mental health topic discussion. 
    When collecting and labelling the mental health topics, 
keywords are used. This is a common task used in social 
media data mining [13, 14] and allows for detection of events 
or indicates the post context, in this study mental wellbeing. 
    Our data collection also selects user groups at times, such 
as medical users, using self-reporting techniques first 
suggested in 2014 [15] to select related users quickly. 

III. TECHNIQUES

    For the experimental work, we used text classifiers 
combined with a mental health keyword list. Fig. 1 shows the 
general workflow of the entire study in gathering and 
analyzing the tweets. 
    The snscrape1  library was used to gather tweets. The 
collection of data is discussed in more detail in the Data 
Collection section. 

Fig. 1 
 The general workflow in gathering and analyzing tweets 

    The tweets were pre-processed and cleaned removing 
noisy data like URLs, emoji’s and usernames with the 
hashtag symbols being removed too. The SpaCy2 library was 
then used for tokenization, splitting the tweets into individual 
words for analysis. The TextBlob3 library was used for 
sentiment analysis to give a polarity score of -1 to 1 which 
can be separated into: negative, neutral, and positive 
classifications. The negative tweets associated with lower 
mental wellbeing were considered for this study. The 
presence of a mental health topic was then checked for each 
tokenized tweet to measure mental health topic discussion. 

3 https://textblob.readthedocs.io/en/dev/  
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    The Fig. 2 shows the workflow for producing the mental 
health topic classifier. A key stage is the removal of stop 
words, common words in text data that have a low influence 
on the classification. The NLTK4  corpus was used since it 
provides a pre-defined list of stop words. 
    When training the model, the text needs to be vectorized, 
for this the Bag-Of-Words model is often used. The BOW 
model only considers the words and no context, useful within 
the classification for mental health keywords like 
‘depression’. To improve accuracy, a TF-IDF rating can be 
produced, which considers a percentage of the frequency of a 
term in a piece of text (tweet) compared with the frequency 
of a term in the dataset corpus. This allows words to carry 
weights and highlight the relevance of a word in a tweet and 
whether it is relevant to a specific category such as 
‘depression’.  

Fig. 2 
 The general workflow in training the classifier 

    Lemmatization is a method used to reduce related forms of 
a word to a single form and was beneficial to produce a 
classifier. Within the domain of this study and data collected 
it can relate to the words: depress, depression, depressed all 
being converted to the base form: depress. This was 

4 https://www.nltk.org/  
5 https://scikit-learn.org/sTable/  

completed when the words were added to the corpus as shown 
in Fig. 2.  
    For topic classification, there are many machine learning 
algorithms used in NLP which provide useful solutions. 
Research into the ‘best’ algorithm is often flawed since the 
dataset affects how the algorithm works. Therefore, for the 
training of the classifier in this study it is worth considering 
a range of algorithms. For any machine learning algorithm 
selected, the Sci-Kit-learn5 library was used as it provides a 
simple way to train a set of data and produce a machine 
learning model within Python and quickly train the data on a 
different algorithm. 
    Word Clouds were also used in the study for analysis. They 
provided additional information for mental health topic 
discussion and understanding the training datasets.  

IV. DATA COLLECTION

A. Twitter

To get a large amount of data voicing the opinions of users
that would be readily available and easy to filter 
microblogging data was chosen. 
Twitter was chosen as the selected platform since it was 
simple to collect similar data using different search terms as 
the length of every tweet is limited to 280 characters. Twitter 
also allowed for geotagging, accurately determining the 
location of a user’s tweet. This was important when 
considering political stance, where the location of a tweet was 
measured. 
    A number of 20 cities were selected to analyze the 
influence of political stance. This allows for comparison 
between Democrat and Republican cities by choosing the 10 
cities who voted Democrat and Republican in the 2016 
election with the largest populations respectively. Cities with 
the largest populations were considered since there would be 
more data available when filtering by location on Twitter. 
Table 1 shows the cities alongside the political party they 
represented and tweets collected for some of the data 
collected. 

B. What data was collected?

For the analysis of sentiment and mental health topic
discussion in tweets, data needed to be collected during and 
before the pandemic. A set of data also needed to be collected 
to allow for the training of a classifier that contained mental 
health keywords and a set of generic control tweets. The 
control tweets were collected without using a search term 
whilst COVID-related tweets used COVID-19 search terms. 
It was important to collect control data to allow effects 
brought on by the pandemic to be analyzed and ensure that 
tweets unrelated to mental health topic discussion were 
ignored. To measure employment status, self-classification 
techniques were used to find users of varying employment 
statuses. The technique used is taken from study [15] when 
selecting users with mental health conditions. The initial user 
collection tweets were human analyzed to ensure the tweet 
was a valid statement related to the data collected. When 
considering a medical user, the user needed to explicitly label 
themselves a nurse/doctor in the tweet to be valid, whilst not 
labelling themselves as retired. When considering a user who 
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had recently become unemployed, the tweet needed to be a 
valid statement to suggest the tweet author had lost their job 
at the time of the tweet.  
    Tweets were then collected during the pandemic for 
medical and control users whilst for unemployed users, 
tweets were collected 3 months before and after announcing 
the loss of their job. 
    Collecting data for enforcement strategies required the use 
of government websites to get the correct dates for collecting 
the data. The date of the announcement was used, rather than 
the date something was put in place since reactions were 
discussed when an announcement was made. 

 The enforcement strategies were as follows: 

• Lockdown: A “Stay-at-home” order placed by the

governing body.

• Mask Guidance: When a government body

recommended wearing a face covering.

• Mask Enforcement: When a government body

enforced wearing of masks such as through fines.

• Phase Re-opening: When a government used a

traffic light tier system of re-opening or if such a

system wasn’t used: 3 dates restrictions were lifted

incrementally.

    After collecting the data, the raw data needed to be 
transformed into something useful for analysis. 

City Party #Tweets 

Austin Democrat 19,350 

Chicago Democrat 32,391 

Dallas Democrat 31,416 

Houston Democrat 29,492 

Los Angeles Democrat 18,095 

New York Democrat 21,345 

Philadelphia Democrat 34,420 

Phoenix Democrat 22,676 

San Francisco Democrat 14,985 

San Jose Democrat 38,253 

Colorado 
Springs 

Republican 33,000 

El Paso Republican 4,172 

Fort Worth Republican 31,350 

Fresno Republican 12,920 

Jacksonville Republican 3,674 

Mesa Republican 22,737 

Miami Republican 33,038 

Oklahoma City Republican 9,345 

Omaha Republican 4,512 

San Diego Republican 10,095 

Table 1 
Cities used in the study with the number of COVID-19 

tweets collected from January to March 2020. 

V. METHODOLOGY.

A. Sentiment Analysis

For the analysis of the data, only negative tweet sentiment
was used to understand how mental wellbeing was affected 
due to the pandemic. As sentiment reflects an opinion, 
negative sentiment highlights negative opinion which 

corresponds to lower mental wellbeing which is being 
investigated in this study. The sentiment was collected for 
each tweet and the percentage of tweets with a negative 
sentiment were found across the datasets. 

B. Mental health topic analysis

When considering the analysis of topics in tweets, a
keyword list provides a simple way of finding the discussion 
of certain keywords. In the case of mental health topics, this 
was useful since keywords such as depression or anxiety 
reference a mental health topic in a tweet.  
    Using a keyword list [7] makes it simple to analyze the 
dataset with high accuracy since only tweets containing the 
relevant keyword will be classified. All words in the tweets 
and keyword list were converted to lower case so 
capitalization in the tweet did not affect the presence of a 
keyword. The list contained misspellings to account for the 
social media dataset which is often informal.  
    There are difficulties with using a keyword list as 
considering the appearance of a single word in a tweet does 
not give the full context or meaning. Two common examples 
are with the discussion of depression and bipolar, some users 
tweeting about depression were referencing the ‘Great 
Depression’ or an ‘Economic Depression’ whilst users 
tweeting about bipolar were often relating to the weather 
which were common exceptions found in [11]. 
    Avoidance of the exceptions was attempted through 
checking the immediate words surrounding the words 
‘depression’ and ‘bipolar’. Removing exceptions increased 
the time taken to complete the analysis whilst some tweets 
were still mislabeled since only the immediate surrounding 
words were checked. This led to the production of a mental 
health topic classifier to improve the speed and accuracy of 
topic detection. 

C. Mental Health Classifier

For the consideration of mental health topic discussion
during the pandemic, the aim was to understand the changes 
in mental wellbeing. Mental health topics such as ‘autism’ 
were of no relevance since they appear from an early age 
whilst topics such as ‘anxiety’ or ‘depression’ can be onset 
from any age and situation [16]. The mental health topics 
chosen for the classifier were: Anxiety, Bipolar, Depression, 
PTSD, and Suicide. 
    After analysis of the datasets was complete, an additional 
topic: ‘Economic’ was added to reduce inaccuracy associated 
with tweets referencing economic depression or recession. 
    The data was then split into training and test sets. When 
considering the quantity of each topic to add to the 
classification model, it is important to have as much training 
data as possible for more accurate machine learning models 
to be produced. A number of 150 tweets from each topic were 
added into a test dataset since the full dataset originally 
contained nearly 1,500 tweets on average for each topic 
(1,463) and this allowed for ~90% of the data to be used for 
training.  
    The keyword list used for measuring topic discussion was 
modified for use in the production of the classifier as shown 
in Table 2. Keywords were also added for the ‘Economic’ 
class like ‘Great’ or ‘Recession’ to ensure the ‘depression’ 
and ‘economic’ tweets were accurately separated. 
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Anxiety Bi polar Bipola 
Bipolar2 Bipolari bipolarii 

Depresion depressed Depressiion 
Ptsr Ptss Socialphobic 

weather Recession economy 
Bipolar Bi-polar Bipolar 1 
Bipolars Bipolat Bi-poler 
depressio depressiom Mdd 
Suicidal Suicide Suicides 
Bipolar 2 Bipolar1 Ptsd 

Depression Depres Great 
Pstd Economic 

Table 2  
Keyword list for the mental health classifier 

    The training dataset was shortened further from 90% of all 
tweets using the sci-kit-learn library to shuffle the dataset and 
allow 10% of the tweets for evaluation of the model. The 10% 
evaluation was used to understand if the training dataset and 
model had a high accuracy before making predictions. A 
dataset previously collected relating to 2020 COVID-19 El 
Paso tweets were used for validating the classifier to avoid 
over/underfitting with the location selected at random. 
    The tweets were machine labelled as they were collected, 
based upon the keyword search term. The tweets were then 
human-verified to ensure there were no errors made. For 
some tweets, more than one mental health topic was 
mentioned which disrupted the labelling. In this scenario, the 
label selected when collecting the tweets was used to avoid 
adding bias where more than one mental health topic was 
discussed. This means the accuracy is not expected to be 
perfect when testing and verifying the classifier too. 

 After the tweets were labelled duplicates were removed to 
avoid any bias in the training data. Therefore, the training 
dataset contained 8,631 tweets.  A breakdown of the number 
of tweets for each label is shown in Table 3. 
    The quantities of tweets for different labels are not 
perfectly weighted, this is so as much data as possible could 
be trained. The Results section tested the usefulness of the 
training dataset and ensured that no adjustments were 
required. 
    As highlighted in the techniques section, the bag of words 
model was initially used for vectorization. There were some 
additional design considerations such as vector size. 
Allowing too few words would result in difficulty making 
predictions whilst allowing too many words would increase 
the time spent training the model and include words that have 
little relevance. For this reason, two corpora were created, 
one containing a refined keyword list and one corpus 
containing words of a frequency above 15. The value of 15 
was selected since this was around 1% of the training tweet 
set for a specific label and suggested that if 1% of tweets for 
each label contained the word then the word was important. 
The mental health keyword list was also appended to the 
frequency corpus to avoid ignoring keywords.  
    The dataset was trained on unigram words, which 
considers individual words only for the vector, so only where 
there was a single word entry in the keyword list would the 
keyword be appended to the corpus.  
    In this study, it is highly useful to use TF-IDF for 
vectorization. This gives the mental health keywords a larger 
weight for the classification decision. 

Label Quantity of tweets 

Anxiety 993 

Bipolar 768 

Control 1586 

Depression 1689 

Economic 1084 

PTSD 1022 

Suicide 1487 

Total 8631 

Table 3  
Quantity of tweets for each topic class in the training 

dataset. 

D. Measuring the classifier effectiveness

To analyze the effectiveness of each model: Precision,
Recall and the F1-Score were calculated for each corpus and 
algorithm. 
    The recall of the control label was especially important for 
the classifier since one aim was to reduce the pitfalls of the 
keyword list method. If the recall of the control label was 
high, there would be fewer non-mental health tweets labelled 
as a mental health topic.  
    The F1 score and precision values were useful for 
comparing the corpora and algorithms to make a distinct 
decision when performance was similar. If they were low 
across all corpora or algorithms, the training dataset itself 
would then be modified. 
    When searching for high accuracy it is important to realize 
that there are limits within a dataset and a stopping point 
needs to be reached, for this experiment the validation set 
highlights the stop point. The range of F1 scores for different 
models on the 2020 COVID-19 validation dataset was 57 - 
87%. The middle of the range becomes 72% to suggest that 
an F1 score above 72% can be considered effective for 
making predictions.  

E. Topic classifier experiment

As highlighted in the Methodology, the test dataset
contained the same 150 tweets for each label. Both the test 
and training datasets were split 5 times to understand how the 
accuracy of the model changed as more labels were added. 
This verified whether there was a limit to the number of labels 
or a label that enabled too much confusion with the dataset. 
    The first labels compared were: Depression, Economic and 
Control. This was to understand if ‘economic’ and 
‘depression’ tweets could be distinguished. Including a 
‘control’ dataset was especially important to ensure the 
classifier didn’t place every tweet into a mental health topic. 
Following this, the labels added were: Anxiety, PTSD, 
Suicide and Bipolar with no order considered.  
    Both the keyword and frequency corpora were initially 
tested using Random Forest as the algorithm since it was 
quick and simple to test and validate. 
    After the keyword corpus performed better it was selected. 
Different algorithms were then tested using this corpus: 
Naïve Bayes, Random Decision Forest, Decision Tree and 
SVM. Comparing algorithms is useful to find the algorithm 
best suited to the data but also for analyzing the training 
dataset by ensuring accuracy is relatively high for each 
algorithm.  
    Deep learning techniques such as Convolutional Neural 
Networks[17], tend to require a large amount of data, whilst 
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the machine learning dataset in this paper is small so the 
dataset was more suited to a less complex algorithm. [18]. 
With a larger dataset, the use of the keyword list corpora 
could also have been removed as this may have introduced 
some bias. 

VI. RESULTS

    The following sections highlight the training of the mental 
health topic classifier alongside the results. The data was 
collected for this study, therefore there are no other studies to 
make comparisons with. Two baselines were created to 
compare the different algorithms and datasets used.    
Baseline 1 uses the control class to see the accuracy of the 
control group in relation to a separate mental health label. 
Baseline 2 uses the accuracy of all labels with the naïve bayes 
algorithm. 

Label Accuracy Precision Recall F1-Score 

Control 0.95 0.82 1 0.90 

Table 4 
Accuracy of baseline 1 comparing the control class with a 

mental health topic class. 

Label Mode
l 

Precisio
n 

Recal
l 

F1 
Scor

e 

Suppor
t 

Anxiety Naïve 
Bayes 

1 0.88 0.94 150 

Bipolar Naïve 
Bayes 

0.97 0.88 0.92 150 

Control Naïve 
Bayes 

0.05 0.01 0.02 150 

Depressio
n 

Naïve 
Bayes 

0.37 0.91 0.53 150 

Economic Naïve 
Bayes 

0.96 0.66 0.78 150 

PTSD Naïve 
Bayes 

0.99 0.89 0.94 150 

Suicide Naïve 
Bayes 

0.99 0.93 0.96 150 

Macro 

Average 

Naïve 

Baye

s 

0.76 0.74 0.73 1050 

Table 5 
Accuracy of baseline 2 comparing the control and mental 

health labels using the Naïve Bayes algorithm. 

    Baseline 1 has a high accuracy; however the precision is 
fairly low suggesting that mental health topics are placed in 
the control label. In this study, it is also important to measure 
individual mental health topics therefore the second baseline 
was developed. Baseline 2 uses the Naïve Bayes algorithm to 
assess a higher number of labels, as the precision and recall 
are low for certain classes more algorithms were later tested. 

A. Analysing the Results

Firstly, as labels are added, the macro-average F1 score
improves from 0.85 to 0.90 and 0.87 to 0.90 in the keyword 
and frequency corpus respectively. This suggests no labels 
need to be removed and there is high accuracy for each label 
in the dataset. 

    Table 5 highlights the lower precision for the ‘Depression’ 
class and lower recall for the ‘Economic’ class set compared 
with the other classes. The initial concern is the ‘depression’ 
precision being low to suggest many tweets are labelled as 
‘depression’ when they are not. Meanwhile, ‘economic’ 
tweets are being labelled another class due to the lower recall. 
It would be a valid assumption to suggest this is since both 
classes are closely related and ‘economic’ tweets are often 
mis-labelled into the ‘depression’ class. 
    The frequency corpus doesn’t improve the results much, a 
precision of 0.70 for the ‘depression’ class only improves to 
0.72 and 0.68 recall for the ‘economic’ class only rises to 
0.70. This issue may be explored individually in further work. 
After reviewing the word clouds for the ‘depression’ and 
‘economic’ training data, both word clouds were mostly 
made up of keywords. This can suggest why the frequency 
corpus doesn’t improve the accuracy much since both labels 
are mostly dependent on the keyword. 

B. Validating the classifiers

When comparing both corpora, the validation set of tweets
was also used. This dataset considers how useful the classifier 
would be in predictions. There was an overwhelming amount 
of ‘control’ tweets in relation to mental health topics, which 
would be expected in a general dataset. 
    Despite similarities in the test dataset, Table 8 shows the 
keyword corpus performs much better than the frequency 
corpus on the validation set, with an 87% F1 score compared 
with 35%. The keyword corpus has difficulty only with 
classifying ‘economic’ and ‘control’ tweets which in the 
context of a mental health topic classifier is irrelevant.  
    Once the keyword corpus was found to be the most usable 
in the task context, different algorithms: Random Forest, 
SVM, Naïve Bayes and Decision Tree were compared. These 
comparisons are shown in Table 7. As accuracy was very 
similar on the test dataset, the validation set was again used 
to make a distinct selection. 
    The Random Forest and Decision Tree algorithms 
performed best, with the Decision Tree algorithm performing 
slightly better at classifying control and economic tweets 
correctly. Either of the models could’ve been selected, 
however as mentioned in the Methodology, a higher recall in 
the control class is important when selecting the best 
classifier. Since the Decision Tree has a perfect recall of 1 
compared with 0.99 with the Random Forest algorithm, the 
Decision Tree model was selected. 

Label Corpus Precision Recall F1 
Score 

Support 

Macro 
Average 

Keyword 0.86 1 0.87 7580 

Macro 
Average 

Frequency 0.29 0.92 0.35 7580 

Table 6  
Comparison of the Keyword and Frequency corpora on the 

validation dataset. 
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Label Model Precision Recall F1 Score Support 

Macro 
Average 

Random 
Forest 

0.86 1 0.87 7580 

Macro 
Average 

SVM 0.77 1 0.79 7580 

Macro 
Average 

Naïve 
Bayes 

0.72 0.84 0.57 7580 

Macro 

Average 

Decision 

Tree 

0.87 1 0.87 7580 

Table 7  
Comparison of machine learning algorithms corpora on the 

validation dataset. 
Keyword Corpus 

Label Model Precisio
n 

Recal
l 

F1 
Scor

e 

Suppor
t 

Anxiety Random 
Forest 

1 0.92 0.96 150 

Bipolar Random 
Forest 

0.98 0.91 0.94 150 

Control Random 
Forest 

0.82 1 0.90 150 

Depressio
n 

Random 
Forest 

0.70 0.91 0.79 150 

Economic Random 
Forest 

0.94 0.68 0.79 150 

PTSD Random 
Forest 

0.99 0.95 0.97 150 

Suicide Random 
Forest 

0.99 0.93 0.96 150 

Macro 

Average 

Rando

m 

Forest 

0.92 0.90 0.90 1050 

Table 8  
Keyword corpus performance on the test dataset with all 

labels. 

    The Results section has proved that the classifier built is 
accurate and useful for this data study. This allowed the 
classifier to be used for predictions for analysis in the next 
section. The next section also discusses the result data for 
sentiment analysis and topic discussion. 

VII. FINDINGS AND DISCUSSION

    The following discussion attempts to find results to the 
aims outlined in the introduction. Throughout the discussion, 
the term “Mental Wellbeing” will be used of which the 
definition in the case of this study is outlined in Table 9. 

A. Influence of political stance of area

Hypothesis: Users from Democrat voting cities have

lower mental wellbeing than Republican users.

The negative sentiment of users from Democrat and
Republican areas was very similar in tweets from 2019, 2020 
and the enforcement stages. This may suggest opinion is 
shared equally during the pandemic. A slight difference can 
be observed in February 2020 as Democrat negative 
sentiment was higher than Republican cities. This correlates 
with President Donald Trump downplaying the COVID-19 
risk [19] and links to related work suggesting that information 
dissemination affects mental wellbeing, [10]. 
    There is an observable difference when looking at mental 
health topic discussion. Democrat areas have an average 
quantity of mental health keyword tweets around 0.006%, 
double that of Republican areas during the pandemic as 
shown in Fig. 4. 

Mental Wellbeing Negative 
Sentiment 
Quantity 

Mental Health 
Topic Discussion 

Quantity 

Lower High High 

Higher Low Low 

Table 9  
Table of keys representing what lower and higher mental 

wellbeing stands for in the findings section 

Figure. 3  
Negative sentiment in COVID-19 tweets from January to 

April 2020. 

Figure. 4 
Mental health topic discussion in COVID-19 tweets from 

January to April 2020. 
    In 2019 there is also more mental health topic discussion 
from Democrat cities rather than Republican. The word 
clouds of the two stances are dissimilar in 2019 but become 
more homogenized in 2020.  One reason is the large amount 
of ‘anxiety’ discussion by Democrat areas in 2019. This can 
suggest that political stance has limited influence on mental 
wellbeing in a pandemic scenario, but it may be found 
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through extra work that Democrat areas have higher anxiety 
than Republican areas. 

B. Mental health topic discussion across user groups 

    This study aims to observe expected patterns such as 
medical and recently unemployed users experiencing lower 
mental wellbeing than control users. Unemployed users are 
at a higher risk of suffering poorer mental wellbeing as found 
by the charity Mind [20].  

 

Figure. 5  
Mental health topic discussion in Medical User tweets from 

March to June 2020. 
 

Hypothesis: There will be a higher amount of mental 

health topic discussion in doctors & nurses (medical 

users). 

    Medical users discuss ‘anxiety’ and ‘suicide’ more than 
other mental health topics, as found by the classifier shown 
in Fig. 5. The pattern is observed in the COVID-19 case rates 
[21] to suggest that the case rates link to ‘anxiety’ in medical 
employees. PTSD was expected to be prominent, however the 
data was collected at the beginning of the pandemic where 
this is less likely to be discussed. 
    The control users (Fig.6) discuss mental health topics at 
distinct dates, linked likely to events in the pandemic, whilst 
medical users discuss mental health topics more regularly. 
This shows how common it was for medical employees to 
discuss mental health topics, in which discussion increased as 
COVID-19 case rates increased [21].  

    Hypothesis: There will be a higher amount of mental 

health topic discussion in recently unemployed users 
    Job loss user data was collected at the point of an ‘I have 
lost my job’ statement. Figures 7 and 8 represent mental 
health topic discussion for users before and after losing their 
job respectively. At week 10 before a user loses their job, 
‘anxiety’ rates begin to increase which reflects the 
unemployment rates rising at a rapid rate [22]. Rates of 
‘depression’ also increase which remain high after the user 
announces the loss of their job. There is then a drop in 
‘depression’, ‘anxiety’ and ‘suicide’ discussion after 8 weeks 
which may highlight a cool-off period to feelings felt after 
losing their job. It may also highlight possible new 
employment opportunities as there is a drop-in 
unemployment from the peak unemployment rates observed 
in the USA in March.  

 
Figure. 6  

Mental health topic discussion in Control User tweets from 
May to August 2020. 

 

C.  The unemployed users discuss mental health topics 

often, unlike the control users. A comparison between 

unemployed and medical users is the increased 

prominence of ‘depression’ discussion with the 

unemployed user data and ‘anxiety’ in the medical user 

data: Mental wellbeing when discussing COVID-19. 

Hypothesis: There will be lower mental wellbeing in 

tweets when discussing COVID-19. 

    When comparing 2019 and 2020 mental wellbeing, a 
baseline with no search term was collected for both January 
to April 2019 and 2020. The baselines have a lower negative 
sentiment compared with the COVID-19 tweets. The same 
pattern is observed for mental health topic discussion too. 
    Within the COVID-19 tweets, it is important to link back 
to previous research [12] which suggested a 2-day drop after 
large events with mental health topic discussion. It is clear 
from the result data such as Fig. 4 that there is no 2-day drop 
showing how the global pandemic is distinct from other 
events which trigger an increase in mental health topic 
discussion. 

 

Figure. 7  
Mental health topic discussion in Job Loss User tweets 

before losing their job from January to May 2020. 
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Figure. 8 
Mental health topic discussion in Job Loss User tweets after 

losing their job from March to August 2020 

 

Figure. 9 
Mental health topic discussion in COVID-19 tweets using 

the classifier from January to April 2020. 

D. Discussion of Anxiety during the COVID-19 pandemic 

Hypothesis: There will be more anxiety discussion than 

the other mental health topics when using the classifier. 

    The classifier was used to find distinct topic discussions in 
COVID-19 tweets. The discussion of ‘anxiety’ is at a 3-4x 
higher number than ‘depression’ highlighting the prominence 
of the topic from February to March 2020. 
    It can clearly be stated that the initial rise in COVID-19 
cases and unemployment rates severely impacted, or 
increased, anxiety discussion for both Republican and 
Democrat areas. From March to August, anxiety becomes a 
distinctly common topic in weeks 15-25 as COVID-19 cases 
rose (June to August). These findings further highlight the 
link between the COVID-19 case increase and an increase in 
anxiety discussion first observed in medical user tweets. 
Other mental health topics such as ‘depression’ and ‘suicide’ 
increase in discussion during March to August whilst 
‘bipolar’ and ‘PTSD’ aren’t discussed much throughout the 
datasets. 

E. Influence of face coverings on mental wellbeing 

Hypothesis: There will be lower mental wellbeing 

around the discussion of face coverings/masks. 

    This hypothesis is considered due to the discussion of mask 
anxiety noted on many mental health sites such as the charity 
“Mind”. It is, therefore, worthwhile to assume that there will 
be an increase in mental health topic discussion when masks 
are enforced legally in the USA. 
    There is a large amount of mental health discussion about 
the requirement of face coverings independent of political 
stance, highlighting the wearing of masks as a nationwide 
issue. For both Republicans and Democrats, negative 
sentiment is highest for the enforcement of a mask 
requirement. 

Hypothesis: There will be lower mental wellbeing when 

the lockdown / stay-at-home orders are enforced 

compared with when the orders are lifted 

    Another expectation surrounding enforcement strategies is 
that there is more mental health topic discussion and negative 
sentiment around the enforcement of lockdown which would 
reduce as the Phase 1, 2 and 3 measures are introduced. 
    Democrat users discuss mental health topics more in re-
opening with a high discussion at Phase 2 compared with 
lockdown enforcement. Republican users follow the expected 
pattern of reducing topic discussion from lockdown to Phases 
1-3. The negative sentiment, however, was lowest when the 
lockdown was enforced and higher as the re-opening stages 
were announced. Lower wellbeing with re-opening was 
found in other studies as articles from the BBC and mental 
health experts [23] found that there was anxiety about life 
after lockdown and restriction lifting. This can suggest that 
the reduction of lockdown can have a higher impact on 
mental wellbeing for some people. As Republican users show 
in Fig.10, other users are the opposite and have higher mental 
wellbeing as lockdown orders are reduced. When looking at 
the political differences, it is important to note that City 
Mayors made the majority of enforcement decisions and the 
political differences may be purely based on how a certain 
city or state responded to the pandemic. 
 

 

Figure. 10 
Mental health topic discussion in COVID-19 tweets at 

different enforcement strategies using the classifier. 
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VIII. CONCLUSION

    In the study, we found ‘anxiety’ was the most discussed 
mental health topic on Twitter throughout the pandemic. This 
was collected and analyzed through the development of an 
accurate mental health topic classifier which can be used in 
future studies to find mental health topics in tweets. The study 
also highlights the decrease in mental wellbeing across 
Twitter users due to a higher negative sentiment and higher 
mental health topic discussion in tweets during the pandemic. 
    When considering individual users, those who had lost 
their jobs and users working in the medical industry had 
higher rates of ‘anxiety’ and ‘depression’ compared with a set 
of control users. This can be further investigated in another 
study where questionnaires and a larger dataset of users can 
be found to identify similar patterns. 
    The comparison of Democrat and Republican users found 
few distinct differences during the pandemic to suggest most 
people in the USA were affected similarly. However, since 
location alone was used to classify a tweet into a political 
group dataset the political stance findings could’ve been 
stronger with more filtering. Another study could use 
questionnaires or self-classifying techniques to identify a user 
as belonging to a political group rather than an assumption 
based on the recent election voting history of an area. 
    A common pattern in the study was a rise in COVID-19 
case rates correlating with lower mental wellbeing in the 
different datasets. Since this study uses tweets early in the 
pandemic due to the unknown foresight of how long the 
pandemic would continue, a future study could make the 
effort of collecting data across a larger timeframe. The larger 
timeframe would act as a support for suggestions made in this 
study and could uncover new patterns. 
    The use of Twitter data and NLP to find a useful result 
dataset and produce an accurate mental health classifier 
should also be observed. Future studies should take social 
media data into account for gathering opinions and discussion 
across a population and scenario such as a pandemic. 
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