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Abstract

Newsvendor problems form a classical and important family of stochastic optimisation problems. The standard solution approach decomposes the problem into two steps: estimation of the demand distribution, then determination of the optimal production quantity (or quantities) for the given distribution. We propose a new, integrated approach, which estimates the optimal production quantity directly from the data. Extensive experiments on simulated data show that the proposed approach performs as well as conventional ones when applied to the classical (linear) newsvendor problem, and performs slightly better when applied to the nonlinear newsvendor problem. We also give evidence that our approach is more robust with respect to model misspecification.
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1 Introduction

Inventory control is a classical and important topic in Operations Research and Operations Management (see, e.g., the books [36, 40, 43]). In this paper, we focus on Newsvendor Problem (NVP), by which we mean single-period inventory control problem with stochastic demand.

In early works on NVPs [1, 33], it is assumed that the demand in each time period comes from a known probability distribution. Of course, in practice, this is not the case — a fact already noted in 1958 by Scarf [39]. Assuming that historical demand data is available, one can attempt to address this issue by decomposing the problem into an estimation/forecasting phase and an optimisation phase. In the first phase, one makes some assumptions (e.g., normality) regarding the underlying data generating process, and uses
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the past data to estimate the parameters of the model. In the second phase, one determines the order quantity (or quantities) based on the estimated parameter values. Throughout this paper, we will call this two-phase approach the *disjoint* approach. An advantage of the disjoint approach is that forecasting and optimisation experts can operate independently within an organisation. This makes things easier to manage. On the other hand, as noticed by several authors [4, 5, 19, 26, 27], there are two disadvantages:

- The two phases use different objective functions. Indeed, in the first phase, the objective is to minimise a function of the forecasting errors, such as the root mean square error or mean absolute error. In the second phase, however, the goal is usually to maximise expected profit.

- If the forecasting model is misspecified, and/or there is substantial noise in the data, then this might impact the optimisation phase in an unexpected way, probably leading to not optimal solutions. In particular, upside and downside errors may have very different effects on expected profit, due to different costs associated with over- and under-stocking.

An alternative to the disjoint approach is to use a single, *integrated* approach, in which the order quantities are determined directly from the data. A simple example of integrated approach is the *quantile regression* [7, 16], which does not make assumptions about the demand distribution. Unfortunately, it can only be applied to relatively simple linear NVPs, for which one can express the optimal order quantities in terms of quantiles of demand.

In this paper, we introduce an *Integrated Method for Estimation and Optimisation* (IMEO), the flexible method, which can be applied to a wide variety of NVPs, with demand processes and profit functions of different complexities. In a nutshell, the method involves forecasting the optimal order quantities instead of the demand, which is done via the maximisation of the expected profit, instead of estimating parameters via the minimisation of a function of forecast errors.

The rest of the paper is organised as follows. Section 2 provides a brief review of the relevant literature. Section 3 presents IMEO and shows that it is a generalisation of the quantile regression. In Section 4, we conduct extensive simulation experiment, presenting and discussing the results. We then finish the paper with conclusion remarks in Section 5, summarising the main insights, outlining the limitations and suggesting the areas of future research.
2 Literature Review

Since the literature on NVPs is vast, we mention here only works of direct relevance. The reader looking for more information is directed to the books on the subject [9, 36, 40, 43].

2.1 The classical newsvendor problem

In the simplest NVP, found in textbooks [9], a company purchases goods at the beginning of a time period at a cost of $v$ per unit, and aims to sell them by the end of the period at a price $p$ per unit. The demand during the period is a random variable $Y$ with known probability density function $f$ and cumulative distribution function $F$. At the end of the period, any surplus goods will lead to a holding cost of $c_h$ per unit. On the other hand, shortage of goods during the period will lead to a shortage cost of $c_s$ per unit. The goal is to determine an order quantity $Q$, prior to the period, that maximises the expected profit.

For a given $Q$ and a given realisation $y$ of $Y$, the profit over the period is:

$$\pi(Q, y) = \begin{cases} py - vQ - c_h(Q - y), & \text{if } Q \geq y \\ pQ - vQ - c_s(y - Q), & \text{if } Q < y. \end{cases}$$

The expected value of $\pi(Q, y)$ is:

$$\Pi(Q) = \int_0^Q [py - vQ - c_h(Q - y)] f(y) dy + \int_Q^\infty [pQ - vQ - c_s(y - Q)] f(y) dy.$$

It is common to call $c_u = p - v + c_s$ the ‘underage’ cost and $c_o = v + c_h$ the ‘overage’ cost. Some calculus then shows that the order quantity that maximises $\Pi(Q)$ is [9]:

$$Q^* = F^{-1}\left(\frac{c_u}{c_o + c_u}\right),$$

where $F^{-1}$ is the inverse function of $F$. Thus, $Q^*$ is the $\tau$th quantile of $f$, with $\tau = c_u/(c_o + c_u)$. One can think of the quantity $\tau$ as a “target service level”, since aiming for this target will bring the company maximised expected profit.

2.2 More complex newsvendor problems

Since the introduction of NVP in the 1950s [1, 33], researchers have considered several extensions of the problem, including variants with multiple product types [12, 29, 32], quantity discounts [20], different risk measures [10], product substitution [3], nonlinear cost functions [14], non-stationary demand [21], and price setting [18, 31, 35].
For the purpose of what follows, we now explain one variant, the ‘Non-linear Newsvendor Problem’ (NNVP), in detail (see also [4, 14, 13, 18, 20, 28, 31, 34, 35, 37, 36]). In the NNVP, the profit function takes the form:

\[
\pi(Q, y) = \begin{cases} 
P(Q, y) - V(Q) - C_h(Q, y), & \text{for } Q \geq y \\
P(Q, y) - V(Q) - C_s(Q, y), & \text{for } Q < y,
\end{cases}
\]

where \(V, P, C_h\) and \(C_s\) are now functions rather than constants.

If \(\pi(Q, y)\) has a particularly simple form (e.g., if it is piecewise-linear as in classical NVP), then it may be possible to use calculus to express the optimal order quantity as a quantile [9]. In general, however, a closed-form expression as a quantile is unlikely to exist [14, 36].

We now review one particular example of NNVP, taken from [28, 35, 38], that we are going to use in our numerical experiments. The purchase cost \(v\) and selling price \(p\) are constants, but \(C_h\) and \(C_s\) are functions. Overstock items incur a constant unit penalty \(\alpha > 0\), but they can be sold in a salvage market with fixed unit sales price \(\beta\), with \(0 < \beta < v\). The demand in the salvage market is itself a random variable, with known distribution, which we denote by \(u\). That is, we have:

\[
C_h(Q, y) = \alpha [Q - y]^+ - \beta E \left[ \min \{ [Q - y]^+, u \} \right].
\]

Moreover, the shortage penalty is proportional to the shortage quantity. That is:

\[
C_s(Q, y) = \zeta (|y - Q|^+)^2
\]

for some constant \(\zeta > 0\). This problem cannot be solved analytically, but there are known approximation methods that give adequate solutions [28].

### 2.3 Quantile regression

Returning to the classical NVP, we now consider the (more realistic) case in which the demand distribution is unknown, but we have historical demands \(y_1, y_2, \ldots, y_s\). For this case, quantile regression has proven to perform well, and the basic idea is as follows [4, 7, 8, 15, 16]:

1. Compute the value of \(\tau\) that maximises expected profit;
2. Use quantile regression to compute an estimate of the \(\tau^{th}\) quantile of the demand in the next time period, which we denote by \(\hat{y}_{s+1}^{(\tau)}\);
3. Set the order quantity \(\hat{Q}_{s+1}\) equal to \(\hat{y}_{s+1}^{(\tau)}\).

The biggest advantage of quantile regression is that this method doesn’t require the assumption of a specific demand distribution [16]. However, it is efficient only on large samples [2, 16]. Another drawback is that the
performance of this approach depends crucially on the underlying target service level. Huber [16] and Rudin [2] demonstrated that the benefit of using the quantile regression method is limited to target service levels smaller than 0.8. If the target service level is higher, then much more data is needed in order to correctly estimate specific quantile.

While quantile regression can be used efficiently for the classical NVP, given enough historical data, it is not applicable for some NVPs with complex profit functions, since it becomes impossible to express the optimal order quantity as a demand quantile using calculus alone. Instead, one must resort to numerical integration and search techniques [41].

3 Integrated Method for Estimation and Optimisation

In order to overcome the limitations of quantile regression, we propose an alternative integrated method, IMEO, based on a statistical model with a specialised loss function.

For each historical period $t \in [1, s]$, we assume that the observed demand $y_t$ is a realisation of a random variable $Y_t$. Then, in principle, there exists an order quantity, say $Q^*_t$, that maximises the expected profit given $Y_t$ and the function $\Pi$. Thus, if we had set $Q_t$ to $Q^*_t$ prior to observing the true demand $y_t$, we would have maximised our expected profit in period $t$. Putting it another way, if we could somehow uncover the structure of the unobservable time series of orders $\{Q^*_1, \ldots, Q^*_s\}$, we would be able to estimate $Q^*_{s+1}$ directly.

Of course, in practice, the distribution of $Y_t$ is unknown, and the values $Q^*_t$ are not observable. So we approximate the $Q^*_t$ values using a linear regression model. For each $t$, the regression model yields an estimate of $Q^*_t$, which we denote by $\hat{Q}_t$. The estimate $\hat{Q}_{s+1}$ can then be used as the order quantity in the next time period.

The crucial feature of IMEO is that, instead of using the standard loss functions (such as least squares or maximum likelihood) to estimate the regression parameters, we find the parameters that maximise the empirical expected profit function $\sum_{t=1}^{s} \pi(\hat{Q}_t, y_t)$. This can be expressed as:

$$\hat{\beta} = \arg\max_{\beta \in \mathbb{R}^{p+1}} \sum_{t=1}^{s} \pi(\hat{Q}_t, y_t),$$

assuming that the order quantities can be represented as some sort of function of a set of explanatory variables (which can be exogenous variables or previous values of demand):

$$\hat{Q} = g(X, \hat{\beta}).$$
In this paper, we focus on modelling with the linear regression, expressed as:

\[ \hat{Q} = X\beta, \]

where

\[
\hat{Q} = \begin{pmatrix}
\hat{Q}_1 \\
\hat{Q}_2 \\
\vdots \\
\hat{Q}_s \\
\end{pmatrix}, \quad X = \begin{pmatrix}
x^T_1 \\
x^T_2 \\
\vdots \\
x^T_s \\
\end{pmatrix} = \begin{pmatrix}
1 & x_{11} & \cdots & x_{1p} \\
1 & x_{21} & \cdots & x_{2p} \\
\vdots & \vdots & \ddots & \vdots \\
1 & x_{s1} & \cdots & x_{sp} \\
\end{pmatrix}, \quad \beta = \begin{pmatrix}
\beta_0 \\
\beta_1 \\
\beta_2 \\
\vdots \\
\beta_p \\
\end{pmatrix}.
\]

Here, \( x^T_t \) is the \( t \)-th row of the matrix of explanatory variables \( X \), and \( p \) is the number of variables. We remark that, while we present the linear regression model here, dynamic models, such as ARIMA [6] or ETS [17], could be used instead just as efficiently.

After estimating the model, we can set our next order quantity to \( \hat{Q}_{s+1} \), given the values of explanatory variables.

It can be shown that in the case of the classical NVP, the proposed method has the following statistical properties:

**Proposition 1 (Scale and shift invariance)** For any \( a > 0, \gamma \in \mathbb{R}^{p+1} \), we have

\[
\hat{\beta}(ay, X) = a\hat{\beta}(y, X).
\]

\[
\hat{\beta}(y + X\gamma, X) = \hat{\beta}(y, X) + \gamma.
\]

**Proof.** See Appendix A. \( \square \)

**Proposition 2 (Invariance under reparameterization)** Given any \((p+1) \times (p+1)\) non-singular matrix \( A \), we have

\[
\hat{\beta}(y, AX) = A^{-1}\hat{\beta}(y, X).
\]

**Proof.** See Appendix B. \( \square \)

Another interesting feature of IMEO is that it reduces to quantile regression in the case of the classical NVP (see Appendix C). Therefore, again in the classical case, our method inherits the desirable properties of quantile regression, such as consistency [23], efficiency [25] and asymptotic normality [22] of the estimates of parameters.
4 Computational Experiments

In order to assess the performance of IMEO and to understand its strengths and weakness, we conduct a simulation experiment. We start the discussion with Subsection 4.2.1, where the simplest case is studied, in which the profit function is linear and the underlying data generation process (DGP) is known. Then, the case in which the profit function is nonlinear is discussed in Subsection 4.2.2. Finally, we discuss more complicated scenarios, with misspecified models, in Subsections 4.3.1 and 4.3.2.

4.1 Experimental setup

In our experiments, we consider NVPs with quarterly demand data, and we generate data from a seasonal ARIMA\((1,0,0)(1,0,0)_4\) process with \(\theta = 0.3\), \(\Theta = 0.5\), and constant level 500. We also assume that the error term of the DGP follows a normal distribution \(N(0,200^2)\). We chose seasonal ARIMA model since it is one of the popular statistical models, that often used for experiments in research (for example, see the review paper on supply chain forecasting [42]). We experimented with other models for the DGP, and the results were very similar to the ones presented below.

For each of the cases, we simulated 20,000 sets of demand data, each consisting of 4800 observations. From each set, we extract sequences of lengths 40, 120, 480 and 1200. These were then used in order to explore how the amount of available data affects the performance of each method. For each set of demand data and each method, we computed \(\hat{Q}_{s+1}\), the 1-step ahead forecast of orders. We then compute the following three quantities (and compute the mean over 20,000 sets):

1. Percentage Profit Loss: \(PPL = \frac{\pi(y_{s+1}, y_{s+1}) - \pi(\hat{Q}_{s+1}, y_{s+1})}{\pi(y_{s+1}, y_{s+1})}\), which shows the percentage of profit that will be lost due to using each method instead of knowing the true demand. In the ideal situation \(MPPL\) (mean \(PPL\)) should be equal to zero.

2. Service Level: \(SL = \frac{\sum I(\hat{Q}_{s+1} > y_{s+1})}{20,000}\), where \(I(\cdot)\) is the indicator function, equal to 1 if the condition inside it is satisfied. This measure shows the achieved service level. In the ideal situation \(SL\) should correspond to the target service level.

3. Fill Rate: \(FR = \frac{\min\{Q_{s+1}, y_{s+1}\}}{y_{s+1}}\), which shows how the demand is serviced. In the ideal situation \(MFR\) (mean \(FR\)) should be equal to one.

In our proposed method ("IMEO"), we use limited-memory BFGS [30] as the optimisation algorithm for the estimation of \(\hat{\beta}\). Besides the proposed method, three benchmark methods are also considered:
• A disjoint method (“DJ”), that estimates the parameters of the model in the first phase, and determines the optimal order quantity in the second phase.

• An integrated method that uses Quantile Regression (“QR”) in order to determine the order quantity.

• Finally, we use DJ with the exact model and parameters from the DGP to perform a forecast, and determine the order quantity accordingly. This last method is “idealised”, since, in real life, one would not know the true model or true parameters of demand. We call this last method “DGP”.

4.2 When the true model is known

In this scenario, we assume that the true model ARIMA(1, 0, 0)(1, 0, 0) with constant is known, but its parameters need to be estimated. In all the methods, it is also assumed that the error term follows normal distribution with unknown variance.

4.2.1 Linear case

We conduct several experiments with combination of costs that give service levels of 0.3, 0.5 and 0.63. Other levels can also be considered, but in additional experiments that we have conducted, we have not found any significant changes in performance of the approaches.

Initially, we choose the following parameters for our (linear) profit function:

• \( p = 20, \ v = 10, \ c_h = -3, \ c_s = -7. \)

One can check that the corresponding pair \((c_u, c_o)\) is \((3, 7)\), and the target service level evaluates to 0.3.

Figure 1: Mean percentage profit loss vs. data size at 0.3 target service level

(fig:pp10.3)
Figure 1 shows the mean percentage profit loss obtained when the target service level was set to 0.3. As one would hope, the losses for all methods converge as the sample size increases. It is also apparent that IMEO and QR have very similar performance. This is to be expected, given that IMEO is equivalent to QR in the linear NVP case. Another thing to note is that the integrated approaches perform very similar to the disjoint one, which is also expected, given the knowledge of the true model and the simplicity of the NVP.

Figure 2: Service level vs. sample size at 0.3 target service level

Figure 2 represents the service level, i.e., the proportion of iterations in which the demand was satisfied in the simulation. We see that all four methods converge to the desired target of 0.3 as the sample size grows. Interestingly, DJ approaches the target from below, while IMEO and QR slightly over estimate the level on small samples. A possible explanation of this phenomenon is that in the first phase of DJ, the estimated variance tends to be larger than the true variance when the sample size is small. This causes the estimated order quantities to be further from the mean than they should be, and leads to lower than needed SL. On the other hand, the integrated methods take the underage and overage costs into account. For the given cost parameters, over-stocking is less costly than under-stocking, which leads to a higher SL than needed.

Figure 3 represents the mean fill rate. As one might expect, the performance of all methods improve with the growth of the sample size. The thing to note is that the DJ requires a much larger sample size than other integrated methods in order to achieve the same MFR, although the differences between the DJ and other methods are not very big (only a couple of percent points). The possible explanation of this behaviour of DJ is probably similar to the situation with the service levels.

Next, we explore whether the target service level has a significant effect on the performance of the methods. Specifically, we considered the following two alternative parameter settings:

- $p = 20$, $v = 8$, $c_h = -3$, $c_s = -7$
Figure 3: Mean fill rate vs. sample size at 0.3 target service level

\begin{figure}[h]
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\includegraphics[width=\textwidth]{fig:fr0.3}
\caption{Mean fill rate vs. sample size at 0.3 target service level}
\end{figure}

- \( p = 20, \ v = 8, \ c_h = 3, \ c_s = 7. \)

These correspond to pairs \((c_u, c_o)\) are \((5, 5)\) and \((19, 11)\), respectively, leading to the target service levels of 0.5 and 0.63, respectively.

The relevant data is given in Tables 1 and 2, for the cases of sample sizes \( s = 40 \) and \( s = 4800 \), respectively. The best cases (excluding DGP, which is expected to be the best by construct) are marked in boldface for each of the error measures and each of service levels.

### Table 1: Target service level effect with \( s = 40 \)

<table>
<thead>
<tr>
<th>Target service level</th>
<th>Mean percentage profit loss</th>
<th>Service level</th>
<th>Mean fill rate</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>DGP</td>
<td>DJ</td>
<td>QR</td>
</tr>
<tr>
<td>0.5</td>
<td>4.9%</td>
<td>5.3%</td>
<td>5.3%</td>
</tr>
<tr>
<td>0.63</td>
<td>13.6%</td>
<td>15.1%</td>
<td>16.0%</td>
</tr>
<tr>
<td>0.3</td>
<td>5.2%</td>
<td>5.6%</td>
<td>5.7%</td>
</tr>
</tbody>
</table>

We can see from Table 1 that IMEO performs consistently better than the other approaches on the small sample, regardless of the target service level, although the difference in performance between the methods is not substantial. QR is the second best approach in this scenario.

### Table 2: Target service level effect with \( s = 4800 \)

<table>
<thead>
<tr>
<th>Target service level</th>
<th>Mean percentage profit loss</th>
<th>Service level</th>
<th>Mean fill rate</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>DGP</td>
<td>DJ</td>
<td>QR</td>
</tr>
<tr>
<td>0.5</td>
<td>4.9%</td>
<td>4.9%</td>
<td>5.0%</td>
</tr>
<tr>
<td>0.63</td>
<td>13.8%</td>
<td>13.8%</td>
<td>14.0%</td>
</tr>
<tr>
<td>0.3</td>
<td>5.1%</td>
<td>5.1%</td>
<td>5.2%</td>
</tr>
</tbody>
</table>

When it comes to large samples (Table 2), IMEO and QR perform slightly worse than DJ, although the difference between the methods is not substantial as well. This holds for all target service levels irrespective of the error measures. A thing to note is that the MPPL is particularly high for all the methods when the target service level is 0.63. This is probably due to the relatively large overage and underage costs in that case.
Summarising, we can see that IMEO does at least as well as the classical disjoint method and quantile regression in different scenarios, in the linear NVP, when the model is correctly specified.

4.2.2 Nonlinear profit function

In this subsection, we examine the relative performance of the methods when applied to the NNVP. As before, we assume that the true model for the demands is known. We use the following nonlinear profit function [28]:

\[
\pi(Q, y) = \begin{cases} 
20y - 8Q - 4(Q - y) + 5E[\min\{(Q - y), u\}], & \text{if } Q \geq y \\
20Q - 8Q - 0.01(y - Q)^2, & \text{if } Q < y,
\end{cases}
\]

where \(u \sim \mathcal{N}(30, 5^2)\). Given that the target service level does not have a closed form in the NNVP, one can use the technique mentioned in [28], or other numerical approaches, to verify that it is approximately equal to 0.56.

Since the nonlinearity makes it impossible to apply QR (as discussed in Subsection 2.3), we present results only for DJ and IMEO, together with the “idealised” method based on the DGP. Moreover, we found that the MFR plots were similar in all scenarios and do not give any additional important information, therefore, we do not present them in what follows.

Figure 4 shows the MPPL and SL of each method, for each sample size. It is apparent that both DJ and IMEO methods perform well in terms of MPPL, with very similar values for all sample sizes. IMEO is slightly better on small samples (similar to Subsection 4.2.1), but the differences in performance between the methods are not substantial. When it comes to SL, the picture is similar to what we have observed in Subsection 4.2.1: the SL of IMEO is very close to the target service level even when the sample size is small, while the disjoint method needs more data to reach the target service level, and it approaches it from below. The reason for such performance is similar to the one discussed in Subsection 4.2.1. As expected, both methods converge to the DGP values in both MPPL and SL with the increase of the sample size.

We would like to stress that, unlike disjoint method, IMEO does not need any complicated numerical optimisation or simulation methods to estimate the optimal order quantity – it does that directly. In addition, we have found that in our experiments it typically required less computational time than the disjoint method: approximately only 1/10 amount of time spend on DJ is needed for IMEO, when \(s = 40\). Besides, the IMEO results presented above are generated by limited-memory BFGS, which cannot guarantee a global optimum. One can apply other algorithms so as to balance between profit achieved and computational time.

Overall, we see that IMEO performs at least as good as DJ in the scenario, when the true model is known. Now we move to more realistic case of model misspecification.
4.3 When the true model is not known

Next, we examine the effect of model misspecification on the relative performance of the various methods. We consider three scenarios:

1. Model omits important variable, which typically leads to biased estimates of parameters;

2. Model has redundant variables, which usually leads to inefficient estimates of parameters;

3. The assumed distribution of error term is wrong.

While in reality there can be other scenarios, the proposed three cover the main possible issues with the model misspecification.

We don’t include QR method in further discussions because in the linear case it performs similar to IMEO, while in the nonlinear one it cannot be used.

4.3.1 Linear case

We first consider the situation in which applied models omit important variables (i.e., under-parameterised): the seasonal order of ARIMA is dropped in the estimation and the solution of the NVP. In other words, when estimating the optimal order quantity, we apply AR(1) model with constant.

The MPPL and SL for this case are shown in Figure 5. By comparing with Figure 1, we see that the use of an under-parameterised model causes both DJ and IMEO to incur small additional losses in MPPL, irrespective of the sample size. This is expected, as the seasonal pattern in the data is ignored by the models. These losses do not significantly improve as the number of data points increases, because seasonality plays a key role when making one-step ahead forecasts. When it comes to the service level, both approaches perform similar, reaching the target on larger samples. But
when it comes to small samples, they both reach higher than needed levels. Interestingly, the performance of DJ and IMEO is similar, even though they are very different approaches.

We also consider the situation in which the applied model contains redundant variables (i.e., over-parameterised). Specifically, we apply ARIMA$(2, 0, 0)(1, 0, 0)_4$ model to the data.

The MPPL and SL for this case can be seen in Figure 6. Both DJ and IMEO incur a loss in profit, as before. Now, however, the profit loss decreases with the increase of the sample size. This can be explained by a well-known statistical phenomenon of estimating models with redundant variables [11]: they tend to lead to less efficient estimates of parameters on small samples but do not lead to systematic bias (as omitted variables typically do). As for the service level, it can be seen that both methods asymptotically converge to the target, but tend to be less precise on small samples, with IMEO reaching higher levels than needed and DJ leading to lower values. The performance is similar to what we saw in Subsection 4.2.1.

We do not present results for other target service levels in this part, since they were very similar to what we observed above.

Finally, we explore the effect on performance of different methods, when
the assumed distribution of error term is incorrect. In particular, we generate data using a modified version of our seasonal ARIMA(1,0,0)(1,0,0)₄ model, in which the error term follows Laplace distribution with mean 0 and scale 141 (which will have standard deviation of 200). We remark that the Laplace distribution has “fat tails”, or, more formally, a higher kurtosis than the normal distribution. When estimating the optimal order quantity, however, we use the incorrect assumption that the error term follows the normal distribution.

The results for this scenario are presented in Figure 7. We can see that the incorrect distributional assumption leads only to a very small loss in profit for both DJ and IMEO. They converge to DGP with the increase of the sample size. However, the analysis of SL shows that while IMEO rapidly converges to the target service level from above, the DJ achieves a lower than needed service level, producing biased value – this drawback is not remedied by an increase of the sample size. A possible explanation is that the integrated approach works directly with the data, and does not rely on the assumption of normality, being in this sense “non-parametric”. This example demonstrates the robustness of the IMEO.

Figure 7: Performance vs. sample size with Laplace distributed error term

![Figure 7: Performance vs. sample size with Laplace distributed error term](fig:err)

As we see from this part of the experiment, IMEO is a robust approach, which works well in the case of a misspecified model, even when the conventional disjoint method fails.

4.3.2 Nonlinear case

Finally, we explore the case in which there is a nonlinear profit function and misspecification simultaneously. The same three scenarios of misspecification are considered.

Figure 8 represents the scenario in which the applied models are underparameterised. We can see that the performance of methods in terms of MPPL and SL are similar to the case of linear NVP discussed in Subsection 4.3.1. The percentage profit loss for both DJ and IMEO stabilises around 14.75% and never converges to the level of DGP due to the absence of the
important variable in the model. This is compensated by SL, for which the DJ performs similar to DGP, with IMEO reaching slightly higher than needed level.

Figure 9 demonstrates the over-parameterised scenario. We can see that IMEO has lower MPPL than DJ on small samples, but with the increase of the sample size the latter method converges to the DGP, while IMEO still has a slight bias, producing around 0.1% higher loss than the DGP. The good performance of IMEO on small samples could be because it does not require to estimate the variance of the error term. As for the SL, IMEO reaches the target level much faster than DJ, performing especially well on small samples, where the latter method reaches much lower service level than needed. As the sample size increases, both methods converge to the target level.

Finally, we consider the scenario in which an incorrect distribution of error term is assumed. The results are presented in Figure 10. It becomes apparent that IMEO outperform DJ in terms of MPPL on small samples and converges to DGP together with DJ. It also performs more stable than DJ in terms of SL across all sample sizes. While it does not converge to the
target level on larger samples, it is consistent and less biased than DJ, which converges to the value much higher than needed. One interesting thing we can see from both Figure 10 and Figure 7 is that the DJ always starts from a much lower than needed SL when sample size is small, and converges to a “wrong”, but higher, target as sample size grows. This “wrong” target is obtained in both situation, not surprisingly, because DJ cannot overcome the incorrectness on distributional assumption.

Summarising this subsection, we see that IMEO is robust and does not fail as badly as the classical disjoint method does in sever cases of misspecification. At worst, IMEO performs similar to DJ.

Figure 10: Performance vs. sample size with Laplace distributed error term, nonlinear model

(a) percentage profit loss vs. data size

(b) service level vs. data size

5 Concluding Remarks

Newsvendor problem is one of the basic problems in stochastic programming. It is applicable to wide variety of real life situations, including, for example, dealing with perishable products and resources allocation. There are several methods for solving this problem, but they are either done sequentially in two steps (forecasting and optimisation) or rely on some assumptions about the problem at hands.

In this paper, we proposed a new approach called Integrated Method for Estimation and Optimisation (IMEO), due to which the estimation of a chosen model can be done using maximisation of the profit function directly instead of minimising a forecast error loss. We showed analytically that IMEO is equivalent to quantile regression in the simple (linear) case of NVP. This implies that the estimation of the optimal order quantity using IMEO is consistent, efficient and asymptotically normal for the linear NVP.

We then compared the performance of IMEO with conventional disjoint method and quantile regression in several simulation experiments, considering the situations in which the demand forecasting model is correctly specified and in which it is not. We showed that, when the true model is known,
the proposed method performs similar to the quantile regression and to the disjoint method in classic NVP in terms of the percentage profit loss, service level and fill rate. When considering the situation with misspecified model, IMEO performs generally robustly, outperforming the disjoint method in some cases of model misspecification in terms of service level, and performs similarly in terms of other error measures. This becomes especially apparent, when the assumed distribution of error term is wrong.

Furthermore, we have tested the methods in the case of nonlinear NVP, and found that the proposed method performs at least as good as the disjoint one both in terms of percentage profit loss and service level, when the true model is known. However, when the applied model is wrong, IMEO does at least as good as the disjoint method in terms of percentage profit loss and much better in terms of achieved the service level.

All the conducted experiments demonstrate that the proposed method is robust and performs at least as good as the conventional ones in wide variety of cases, starting from utopian ones (when the true model is known) and ending with realistic ones, when some aspects of model are not known. Specifically, it does not fail as badly as the disjoint method in cases of severe model misspecification.

While the focus of this paper was on a specific ARIMA model, we expect that the obtained results could be generalised to other models as well, including regression and ETS, or even more complex nonlinear fitting methods, such as Machine Learning. Trying IMEO on these models and methods could be considered as a next step in our research.

While we have not studied the case of non-stationary data, we argue that the results of this paper are widely applicable to this case as well, because the scenarios under consideration inevitably come to the discussed in this paper: correct / misspecified model, linear / nonlinear NVP. Still more experiments on different types of models and model families can be considered as the future research as well.

Another interesting area of research is developing variables selection mechanism in IMEO: the conventional disjoint method allows doing this in the first stage either using cross-validation, or stepwise technique, but the proposed method does not have similar mechanism yet.

Finally, another potential direction of future research is multi-product NVPs, either with or without substitution effects between the products. The multivariate statistical models (such as vector autoregression and vector exponential smoothing) would be more suitable in this case, but it is not yet clear, whether any modifications would need to be done to the IMEO.

While the focus of this paper was on a specific ARIMA model, we expect that the obtained results could be generalised to other models as well, including regression and ETS, or even more complex nonlinear fitting methods, such as Machine Learning. Trying IMEO on these models and methods could be considered as a next step in our research.

While we have not studied the case of non-stationary data, we argue that the results of this paper are widely applicable to this case as well, because the scenarios under consideration inevitably come to the discussed in this paper: correct / misspecified model, linear / nonlinear NVP. Still more experiments on different types of models and model families can be considered as the future research as well.

Another interesting area of research is developing variables selection mechanism in IMEO: the conventional disjoint method allows doing this in the first stage either using cross-validation, or stepwise technique, but the proposed method does not have similar mechanism yet.

Finally, another potential direction of future research is multi-product NVPs, either with or without substitution effects between the products. The multivariate statistical models (such as vector autoregression and vector exponential smoothing) would be more suitable in this case, but it is not yet clear, whether any modifications would need to be done to the IMEO.
A Proof of Scale and Shift Invariance

(app:A) Proof. For invariance with respect to scaling:

\[ \hat{\beta}(ay, X) = \arg\max_{\beta \in \mathbb{R}^{p+1}} \sum_{t=1}^{s} \pi(x_t^T \beta, ay_t) \]

\[ = \arg\min_{\beta \in \mathbb{R}^{p+1}} \sum_{t=1}^{s} \{ c_o[x_t^T \beta - ay_t]^+ + c_u[ay_t - x_t^T \beta]^+ \} \]

\[ = \arg\max_{\beta \in \mathbb{R}^{p+1}} \sum_{t=1}^{s} \pi\left( x_t^T \frac{\beta}{a}, y_t \right) \]

\[ = a\hat{\beta}(y, X). \]

For invariance with respect to shifting:

\[ \hat{\beta}(y + X\gamma, X) = \arg\max_{\beta \in \mathbb{R}^{p+1}} \sum_{t=1}^{s} \pi(x_t^T \beta, y_t + x_t^T \gamma) \]

\[ = \arg\min_{\beta \in \mathbb{R}^{p+1}} \sum_{t=1}^{s} \{ c_o[x_t^T \beta - y_t - x_t^T \gamma]^+ + c_u[y_t + x_t^T \gamma - x_t^T \beta]^+ \} \]

\[ = \arg\max_{\beta \in \mathbb{R}^{p+1}} \sum_{t=1}^{s} \pi[x_t^T (\beta - \gamma), y_t] \]

\[ = \hat{\beta}(y, X) + \gamma. \]  

\[ \square \]

B Invariance under Reparameterization

(app:B) Proof. Define

\[ D = XA = \begin{pmatrix} d_1^T \\ d_2^T \\ \vdots \\ d_s^T \end{pmatrix} = \begin{pmatrix} x_1^T a_1^1 & x_1^T a_2^1 & \cdots & x_1^T a_{p+1}^1 \\ x_2^T a_1^1 & x_2^T a_2^1 & \cdots & x_2^T a_{p+1}^1 \\ \vdots & \vdots & \ddots & \vdots \\ x_s^T a_1^1 & x_s^T a_2^1 & \cdots & x_s^T a_{p+1}^1 \end{pmatrix}, \]

where \( a^n \) is the \( n \)th column of matrix \( A \). We have

\[ \hat{\beta}(y,XA) \]

\[ = \arg\max_{\beta \in \mathbb{R}^{p+1}} \sum_{t=1}^{s} \pi(d_t^T \beta, y_t) \]

\[ = \arg\min_{\beta \in \mathbb{R}^{p+1}} \sum_{t=1}^{s} \{ c_o[d_t^T \beta - y_t]^+ + c_u[y_t - d_t^T \beta]^+ \}. \]
Note that
\[ d_t^T \beta = \sum_{n=1}^{p+1} x_t^T a^n \beta_n \]
\[ = \sum_{n=1}^{p+1} \sum_{m=1}^{p+1} x_{tm} a_{mn} \beta_n \]
\[ = \sum_{m=1}^{p+1} x_{tm} a_m^T \beta \]
\[ = x_t^T A \beta, \]
where \( a_{mn} \) is the element at \( m \)th row and \( n \)th column of \( A \). From this, we have:

\[ \hat{\beta}(y, X) \]
\[ = \arg\min_{\beta \in \mathbb{R}^{p+1}} \sum_{t=1}^{s} \left\{ c_o \left[ x_t^T A \beta - y_t \right]^+ + c_u \left[ y_t - x_t^T A \beta \right]^+ \right\} \]
\[ = \arg\max_{\beta \in \mathbb{R}^{p+1}} \sum_{t=1}^{s} \pi(x_t^T A \beta, y_t) \]
\[ = A^{-1} \hat{\beta}(y, X). \]

\[ \square \]

C Proof of Equivalence to Quantile Regression

\((\text{app:C})\) Proof. Here, we show that the loss function used in the proposed method is transformable to the typical loss function of quantile regression. In quantile regression, the loss function is defined as [24]:

\[ \hat{\beta} = \arg\min_{\beta \in \mathbb{R}^{p+1}} \sum_{t=1}^{s} \rho_{\tau}(y_t - x_t^T \beta), \]

where \( \rho_{\tau}(u) = u(\tau - 1_{(u<0)}) \), and \( 1 \) is an indicator function. Thus, all we need to do is to prove that:

\[ \max_{t=1}^{s} \pi(x_t^T \beta, y_t) = \min_{t=1}^{s} \rho_{\tau}(y_t - x_t^T \beta). \]

We have:

\[ \min[a, b] = a - [a - b]^+, \]

and

\[ a - b = [a - b]^+ - [b - a]^+. \]
We can transform:
\[
\pi(x_t^\top \beta, y_t) = p \min\{x_t^\top \beta, y_t\} - vx_t^\top \beta - ch[x_t^\top \beta - y_t]^+ - cs[y_t - x_t^\top \beta]^+
\]
\[
= p\{x_t^\top \beta - [x_t^\top \beta - y_t]^+\} - vx_t^\top \beta - ch[x_t^\top \beta - y_t]^+ - cs[y_t - x_t^\top \beta]^+
\]
\[
= (p - v)x_t^\top \beta - (ch + p)[x_t^\top \beta - y_t]^+ - cs[y_t - x_t^\top \beta]^+.
\]
Therefore, we have (since \(y_t\) is fixed):
\[
\max s \sum_{t=1}^s \pi(x_t^\top \beta, y_t)
\]
\[
= \max s \sum_{t=1}^s \{(p - v)x_t^\top \beta - (ch + p)[x_t^\top \beta - y_t]^+ - cs[y_t - x_t^\top \beta]^+\}
\]
\[
= \max s \sum_{t=1}^s \{(p - v)[x_t^\top \beta - y_t] - (ch + p)[x_t^\top \beta - y_t]^+ - cs[y_t - x_t^\top \beta]^+\}
\]
\[
= \max s \sum_{t=1}^s \{(p - v)[x_t^\top \beta - y_t]^+ - (p - v)[y_t - x_t^\top \beta]^+
\]
\[
- (ch + p)[x_t^\top \beta - y_t]^+ - cs[y_t - x_t^\top \beta]^+\}
\]
\[
= \min s \sum_{t=1}^s \{(v + ch)[x_t^\top \beta - y_t]^+ + (p - v + cs)[y_t - x_t^\top \beta]^+\}
\]
\[
= \min s \sum_{t=1}^s \{c_s[x_t^\top \beta - y_t]^+ + cs[y_t - x_t^\top \beta]^+\}.
\]
By setting \(\tau = c_u/(c_u + c_a)\), we have:
\[
\max s \sum_{t=1}^s \pi(x_t^\top \beta, y_t) = \min s \sum_{t=1}^s \{(1-\tau)[x_t^\top \beta - y_t]^+ + \tau[y_t - x_t^\top \beta]^+\} = \min s \sum_{t=1}^s \rho_t(y_t - x_t^\top \beta).
\]
\]
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